Robust speech recognition using microphone arrays and speaker adaptation
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Abstract—This paper proposes the use of a low complexity microphone array combined with speaker adaptation for a speech recognition system. Microphone arrays are known to reduce different sources of acoustic degradation by producing directionally sensitive gain patterns in a desired speaker’s direction and reducing the gain in the direction of undesired sound sources. Speaker adaptation aims at achieving speaker dependent (SD) performance for speaker independent (SI) recognition systems. In this contribution we propose the combination of microphone array and adaptation techniques as processing stages for a Hidden Markov Model (HMM) based text-independent speech recognition system. Our aim is to show that the combination of speech enhancement and speaker adaptation would greatly improve speech recognition when a system is tested in adverse conditions.

1. INTRODUCTION

There are many situations where the use of a close talking microphone is undesirable, inconvenient or impossible such as in a car, a conference or a dictation system where the position of a speaker is neither known nor fixed. A four-microphone array acquisition system is proposed for an HMM-based speaker recognition system. Work done previously [1] on speech recognition in a noisy office environment showed some performance improvements due to the use of a microphone array. The use of microphone arrays for speech recognition is dependent on the possibility that microphone arrays can obtain signals of improved quality compared to signals recorded using a single microphone [2]. Microphone arrays reduce noise and reverberation components in the input speech. Using a linear array of a four microphones we aim to evaluate the performance of various beamforming algorithms combined with speaker adaptation on a speech recognition task.

Speech recognition systems can be designed in two ways; speaker dependent (SD) and speaker independent (SI) [3]. An SD system is a system which is trained using one speaker. This system has very good performance for the speaker it was trained with due to the fact that it models the speaker very well. A well trained SD system requires a few hours of training data from a speaker. It is not feasible to design a speech recognition system using this design if it will be used by a very large population. For example, it is not feasible to build such a system for the South African population because we would require over 40 million hours of speech data. However an SI system is a system that is trained using many different speakers. This system does not have SD type performance for a particular speaker due to the fact that it doesn’t model a particular speaker well. Furthermore if the system is trained with native speakers, it may not work well for non-native speakers [5]. Such a system requires hundreds of hours of speech data for it to be well trained [6]. This data is collected by sampling parts of the population where 30 seconds of speech or more from a speaker in the population sample is collected. It is therefore feasible to implement this system for a large population; albeit it does not work as well as the SD system.

Speaker adaptation is the process of improving the performance of an HMM-based speech recognition system [3]. In particular, speaker adaptation is used to obtain SD-like performance from the initial SI speech recognition system [5]. Two basic speaker adaptation approaches exist [4]. The first is a spectral mapping speaker adaptation approach and the second is a model mapping speaker adaptation approach. The first approach includes techniques which convert the speech from the new speaker into feature vectors which match the training speech feature vectors. The second approach modifies the SI speech recognition system such that its modeling better matches the adaptation data. In this paper, we focus on using model mapping speaker adaptation with microphone arrays for robust speech recognition.

2. SPEAKER ADAPTATION AND MICROPHONE ARRAYS

Speaker adaptation is the process of improving the performance of an HMM speech recognition system, most importantly using considerably less data than in training. As described before, speaker adaptation can be done using two approaches, which are spectral mapping and model mapping. In this paper we look into model mapping speaker adaptation where we adapt the initial speech recognition engine using speech acquired using a microphone array. As we see below in Figure 1 the adaptation data is used in the transformation process of the SI speech recognition system. The transformation transforms the SI speech recognition system model into the new SD speech recognition system model indicated in the figure. Adaptation speech is usually obtained from a source which may be contaminated by extraneous noise like background noise, environment acoustics, reverberation effects and channel distortions [10].
Microphone arrays are known to reduce the effects of background noise and reverberation effects, thereby making them an alternative speech input to speech recognition systems for hands free applications. Figure 2 below shows a block diagram that includes the basic components of the proposed system. The microphone array acquires the speech signals and array processing is done using beamforming algorithms. The beamformed signal then acts as input to a speech recognition module that has an active speaker adaptation module.

**Figure 1:** Speaker adaptation process.

**Figure 2:** Block diagram of the proposed speech recognition system.
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