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Abstract—The average node degree of a wireless midlt
hop network is an important factor in the overall network
performance. This paper evaluates five practical naork
topologies that leverage the regular layout of builings.
The performance comparisons are based on the netwds
average node degrees with the purpose of discovegirthe
optimum average node degree. Simulation results sho
that the optimal node degree amongst the network
topologies surveyed is four. This information is seful for
the planning of an ever-increasing number of wirelss
multi-hop network deployments throughout the world.

Index Terms— average node degree, network topology,

performance evaluation, wireless multi-hop network.

I. INTRODUCTION
Wireless multi-hop networks (WMN) have the potential

many neighbours results in increased interferencel a
contention for the transmission medium. Severalagic
numbers [3, 4] (referring to the optimum number of
neighbours) have been proposed with
formulation of topology control algorithms to enswptimum
network connectivity [5, 6, 7].

The topology control algorithms proposed are uaslét for
low-cost community-based wireless multi-hop netvgodkie to
their computational complexity, the need for comtins
monitoring and adjustment, the lack of a practical
implementation and the subsequent lack of a stdimat
algorithm. Apart from being confined to the realofstheory
and simulation for the present, these topology robnt
algorithms (if implemented) would result in an iease in the
cost of the network nodes. Additionally, these ology
control algorithms can also lead to network indiigbivhilst
converging in a deployed scenario [8] with the migjoof
topology control schemes not reporting the timeuneg for

deliver broadband Internet access and wirelessl locg""Vergence upon the network topology.

area network coverage for both stationary and radiilsts at
low costs both for network operators and custorfiers For

the purposes of this work only stationary nodescarsidered
due to the assumption that network nodes coincittelvouses
and other buildings and that the nodes are arraimgadingle-
tier, peer-to-peer architecture.

In developing countries rural communities are paod
cannot afford the cost of services if they aredgpensive [2].
WMNSs have become a viable means of connecting tlisse
income communities to the outside world due to thpid
decrease in the cost of particularly IEEE 802.14eba
equipment, relatively quick deployment
maintenance, low power requirements due to the
multi-hop characteristic, their robustness, avdlitgbof open
source software as well as the scalability provitgdbeing
able to add and
disruption.

The WMN'’s network topology enables the data gatigeri
functions of a routing protocol as well as the duahtransfer
of information from sources to destinations, amorakers.
Thus the network topology is a critical elementhia optimum
functioning of the WMN and has raised the questiérthe
optimal number of neighbours (node degree) withirea
communication of a network node. Too few neighboassilts
in reduced route redundancy and network robustnbast too

periods, yea:

Due to our focus on low-cost community-based waele
multi-hop networks and the current inadequacietopblogy
control algorithms, we have chosen to evaluate owrdtw
topologies that leverage the layout of houses,dmgs and
other infrastructure such as lamp-posts.

This study compares the relative performances aifr fo
regular network topologies shown in Fig. 1 as wadl a
randomly generated wireless multi-hop network toggland
further extrapolates the relationship between therage node
degree and the performance of the network topology.

Simulation results clearly indicate that the averagpde

Sdegree does affect a WMN'’s performance. WMNs wittv |
vavnaverage node degrees achieve the lowest packeedetatios

whilst encountering the most delay. It is foundt thanetwork
with an average node degree of 4 achieves the dwesall

remove network nodes with minim&1erformance amongst the network topologies surveyed

The remainder of this paper is organized as folloims
Section Il we give the description of simulationvieonment.
Section 1ll details the simulation methodology used
Simulation results and analysis comprise Sectionof\this
paper. Related work is outlined in Section V whitkie
conclusion and future work occupy sections VI and V
respectively.

Il. SMULATION ENVIRONMENT
Network Simulator-2 (ns-2) [9] (version 2.29 rungian an

the subsequent



Ubuntu Linux 6.06 LTS operating system) was chosen

conduct this study due to its support for the IE&GER.11
standards with many subsequent patches publishéehys-2
user community to improve the IEEE 802.11 simulatizodel
[10]. This has resulted in its popularity [11] witlthe wireless

network and Mobile Ad Hoc Network (MANET) research

communities.

In this section we describe the criteria for chogsthe
network topologies and the models of the varioyera of the
IEEE 802.11 protocol stack.

A. Criteria for Choosing Network Topologies

Three criteria for the network topologies choserbéoused
in this study were identified. Firstly, the netwaidpologies
chosen must leverage the regular, uniform arrangeroé
buildings in a typical South African community. $edly, a

variety in the average number of neighbours wasgtsou

(thereby varying the levels of contention for thensmission
medium). Lastly, a variation in the average patigths was
required.

B. Physical and Data Link Layer Model

As mentioned earlier some of the updates provided$-2
help to model the noise experienced by wirelessasiy
operating in the 2.4GHz band. For the purposesisfgtudy
we assume the use of omni-directional antennasavghin of
4dBi resulting in a transmission range of approxetyal20m
when combined with the two-ray ground signal reftat
model.

C.Medium Access Control

Our link layer model is based on the link layerttia
implemented with most real-world IEEE 802.11 equapin

The MAC protocol defined in the IEEE 802.11 stamdar

E. Multi-Hop Network Routing Protocol

The Ad hoc On-Demand Distance Vector (AODV) [13]
routing protocol was chosen to aid in the perforoean
evaluation of the network topologies depicted ig. Bi.

Although AODV is an on-demand routing protocoldédes
offer some advantages in stationary wireless nhalg-
networks.

These advantages include:

1) Routes to destinations are created only when nagess
2) On-demand routing protocols typically react well ttee
link failures that invariably occur even in staton
networks
AODV favours less congested routes to their shorter
counterparts
4) Real-world implementations of the protocol exist aan
be used in test-beds to validate the results ofdaand
presented in this paper

No changes were made to the default settings pedviy

ns-2 version 2.29 for the AODV routing protocol.
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Figure 1 - Network topologies utilized in [14]

M.
The overall goal of the experiments conducted was t

SIMULATION METHODOLOGY

follows the RTS-CTS-DATA-ACK sequence. Commercialjetermine the best performing network topology Hase the

products are shipped with the request-to-send -tteaend
(RTS/CTS) protocol turned off by default, therelpgulting in
its extremely limited use. Additionally, researchows that
RTS/CTS impedes the performance of a wireless #halti
network [12].

D. Data Traffic Model

User Datagram Protocol (UDP) based Constant bi r

(CBR) traffic sources were chosen to simulate tpplisation
Layer communication between nodes in the netwodsiie
lacking realism, it was deemed that the use of GEific
would not have impacted on the relative abilitiefs tie
network topologies being investigated to facilitdte delivery
of the packets to their intended destinations.

A sending rate of 4 packets per second was chogkrthe
number of CBR traffic sessions between source-uktitin
pairs varying from 15 to 28. The traffic sessiomsl either
when the simulation run ends or a maximum of 10&¢kpts is
transmitted. A minimal packet size of 64 bytes wagployed.

most optimal average number of neighbours (nodeegg¢g

The performance of the network topologies is basetheir
ability to facilitate the routing protocol’'s creati of routes to
the intended destinations as well as the subseaigdirery of
data.

These evaluations are based on the simulation efiZless
nodes spread over a rectangular 1000m x 600mgdesfor

a?OOs of simulated time.

The wireless nodes in this study were modelled bimksys
WRT54G version 2 wireless router. This particulaater is
popular amongst community-based wireless user group
around the world and deployments of this routea agireless
multi-hop network node (along with open-source firne)
span the globe [15, 16].

For relative comparisons between network topolqgies
identical network loads were applied to each togpld\s-2
allows for traffic loads to be pre-generated aneduas input
into the overall simulation model. Sixteen uniqtedfic loads
were generated resulting in sixteen simulation ryes



network topology.

All data was collected using purpose-written serifor
analyzing the trace files generated by each simulatn in
ns-2. Only results that fell within a 90% confiderinterval for

The Random Topology delivers 94.5% of its Applioati
Layer packets. The lost packets can be attributedutfer
overflows caused by the existence of bottleneckeadd the
network. These bottleneck nodes are created beaHutee

the number of data packets sent are consideredis It lack of an alternative route that does not conttagnbottleneck

anticipated that the use of the confidence intewidll aid in
the credibility of the results reported in this pap

The following metrics were chosen to evaluate #iative
performances of the wireless multi-hop network togies.
They are:

Packet Delivery Ratio (PDR) the percentage of

node and they influence the packet delivery ragoduse the
majority of the transmissions in the network pdseugh them
in order to reach the intended destination.

The Ribbon and Spine topologies achieve PDRs & 88.
and 92.6% respectively. These two network topokgieffer
as a result of their longer average path length$Oofind 14
hops respectively. The primary cause for the dmuppdf

application layer packets containing unique paCkGﬁackets is the overflowing of the buffers of théeimediate

IDs received at the intended destinations as veell

the average packet delivery per second.

Fodes.

The Sparse Hex topology delivers 98.4% of Applmati

Routing Overheadthe number of routing packets | ayer packets. The high PDR is aided by an averagie
transmitted. Only unique packet IDs are taken Intdegree of 6 and an average path length of 4 hops.

account despite the number of hops traversed.

The Square Grid topology delivers all of its Applion

Average End-to-End Delayhe delay experienced Layer packets, aided by an average node degreeaofidan

on the route from source to destination.

Table 1
Average Number of Neighbours and Path Length fohesetwork topology
Topology Average Number of Average Path length
neighbours (node degree) (hops)

Random 3 6

Ribbon 2 14

Spine 2 10

Sparse Hex 6 4

Square Grid 4 4

IV. SIMULATION RESULTS

The goal of this paper is to measure the impadt tia
average number of neighbours has on the perforreanictne
network topologies in order to determine the bestqming
network topology when subjected to the same tradieas. It
is envisaged that the results obtained can aiddommending
the topology to be used when planning a low-castyrounity-
based wireless mesh network.

The results presented in this section were achievita
stationary nodes arranged in the network topologiesvn in
Fig. 3, a peer-to-peer based communication mod#i thie
number of sources ranging from 15 to 28 with a date of 4
packets per second. Approximately a fifth of the-dest pairs
were active at any point in time.

average path length of 4 hops. The difference éinRBDRs of
the Sparse Hex and Square Grid topologies canttieut¢d to
the increased interference encountered in the Sphiesx
topology due to its average node degree of 6, teedmth
network topologies having the same average patjtheof 4
hops.

Fig. 2b depicts the influence of the average noslgrek on
the PDR in which a threshold in the optimal nodegrde
between 4 and 6 is clearly visible.

B. Routing Overhead

AODV is an on-demand routing protocol that attermats
establish routes to destinations only when necessHne
number of routing packets transmitted is a comnabf the
average node degree, the average path length asasvéie
number of route-request retransmissions occurfihg. values
reported constitute both route request (RREQ) packed
route reply (RREP) packets.

Figure 3a shows the average number of routing pobto
packets sent for each of the network topologiesmined.
Both the Ribbon and Spine topologies benefit franabsence
of alternative routes thereby resulting in the loouting
overhead recorded. All traffic in the ribbon topgjdfollows a
subset of the longest possible route in the netwatilst all
traffic in the Spine topology follows a subset afeoof two
longest possible routes. This means that there hgher

The Ribbon and Spine topologies both have the sarRessibility that the first or second intermediatede will

average number of neighbours and as a result theage of
the results obtained for both these topologieseperted.

A. Packet Delivery Ratio (PDR) Comparison

possess an entry in its routing table for the idésh
destination, thereby resulting in less overhead.

The Sparse Hex and Square Grid topologies prodwre m
overhead due to their higher average node degreds a
subsequent availability of alternate routes toidasbns. The

Fig. 2a shows the PDRs for each of the five networRODV routing protocol broadcasts RREQs until eithemode

topologies chosen to be evaluated. The PDRs atcalatdd as
the percentage of sent data packets that are elignteceived
at the destination. All the network topologies ddased
delivered a high percentage of the sent packetk,tiv PDRs
ranging from 89.6% to 100%.

with a path to the destination, or the destinatitself is

encountered. The higher average node degrees prbwg

these topologies allow for the faster disseminatainthe

RREQ packets because more neighbours are ablecéivee

the requested packets. The higher average nodealedso

improves the number of alternate routes to theirck&in.



This translates into more RREP packets being disseed (as V. RELATED WORK
depicted in Fig. 3b) because more nodes have valtdenate
paths to the intended destination. Despite the bigdrhead
produced the PDR of these topologies is not adiyeastected
as shown in Fig. 2a.

Despite the fact that the optimal number of neighbo
(node degree) for wireless ad-hoc networks has saetied
since 1978 [3], very little application to pracliegireless ad-
hoc networks has resulted.

The network topologies utilized in this study weterived
C. Average End-to-End Delay Comparison from the work of Cardell-Oliver [14] in which theeformance

The reported delay represents the average endetalelay ©Of the flooding protocol when subjected to netwtkologies
experienced when transmitting data packets fromstherce Of varying shapes was studied. It was found thadensity of
node to the destination node. The delays shownign 4a the network nodes affected the reliability and afsftooding.
range from 1.37ms to 9.05ms and reflect a propuatio High node density gave the best reliability, bugheist cost
relationship to the average path length of the agtw whilst low node density resulted in the flood dyiogt before
topologies as shown in Table 1. An increase inydielereases €aching most of the network nodes. The study dicelsome
the possibility that a packet will be lost en-route the inherentlimitations.
destination thereby resu|ting in a lower PDR. FirStIy, the source of the ﬂOOding in Cardell-Gins Study

Figures 4b and 4c both illustrate the tradeoffst tieist Was always the node occupying the top-left comirthe
between the average path length and the averagedemtee. Network and secondly, the flooding protocol perfsrm
Both the Ribbon and Spine topologies possess thee Saopnmally_ when only one source nodg is active. Eha® both
average node degree whilst their average pathHenjffer unrealistic assumptions. A major objective of ouq’rlwwas to
(14 hops and 10 hops respectively). The differeincpath apply the network topologies used by Cardell-Oliteee. more
length contributed 4.38ms of additional delay. realistic wireless multi-hop networking scenario rhgdelling

Conversely it can be shown that a difference imaye node Multiple simultaneous transmissions with the goal o
degree contributes to delay. Whilst both the Spatee and determining the role of the varying average nodgreke on the
Square Grid topologies possess the same averagdepath, Performance of the network. - _
the Square Grid topology achieves a lower delay wugs ~ Xue and Kumar [17] investigated the number of nedirs
lower average node degree. needed for the connectivity of a wireless multi-hogtwork

Therefore it has been shown that an optimal contbimaf ~containing randomly placed nodes and establishedpger

lowest delay. the network and the resulting number of neighboeeded to

ensure network connectivity. They found that 5.1@@é)
neighbours was sufficient (whenme is the total number of
D. Summary nodes in the network) for this purpose and whediegpo our
Table 2 summarizes the performances of the networletwork of 30 nodes, an upper bound of approximagl
topologies surveyed with regards to the average nadjrees. neighbours is obtained.
Ratings range from 1 to 4 with 1 representing tharstv  Our simulation results show that Xue and Kumargathm
performance and 4 representing the best performahice is pessimistic for a network containing 30 noded aeubles
network with an average node degree of 4 (whichesponds the result for the optimal number of neighbourg the have
to the Square Grid topology) showed the best oleralbtained.
performance by leading in 2 of the 3 categories. Wan and Yi [18] improved the upper bound obtaingd b
The results show that an average node degree mfddps Xue and Kumar [17] by showing that 2.718logteighbours
enough redundancy for the AODV routing protocoltéke (wheren equals the total number of nodes in the netwask) i
advantage of in choosing the least congested rtutthe sufficient to ensure asymptotic connectivity of thetwork.
destination, whilst minimizing contention for thersmission When we apply this formula to our network consigtof 30
medium as well as maintaining low-enough interfeeelevels, nodes a critical number of 4 neighbours is derived.
thereby resulting in the highest PDR. Our work takes cognizance of Wan and Yi's resull &as
From the results reported in this section, it wlasircthat the verified it by comparing network topologies with ryimg
Square Grid topology was the best performing wa®lmulti- average node degrees with the intention of findiegoptimal
hop network topology amongst those evaluated. average node degree.
This network topology possessed the most optimal
combination of average node degree of 4 and aragegrath
length of 4 hops. It was these characteristics aflatved for VI. CONCLUSION
the lowest delay as well as delivery of the highesttentage The
of application layer packets despite generating highest
routing overhead in the process.

need for topology control has been widely
acknowledged and several schemes have been propgsed
These schemes are unfortunately not feasible farclost
community-based wireless multi-hop networks. Irsthaper
we have evaluated the performance of five practiedvork
topologies in order to discover the optimal numbsr



neighbours (node degree).

The results of the evaluation show that the begbpaing
network topology was the one that had an averade degree
of 4 as it was found to perform optimally in 2 bét3 tests that
it was subjected to. The Square Grid topology (wéth
average node degree of 4) shown in Fig. 3 may edtitectly
applied in a rural setting due to the apparent oamtbss
regarding the placement of houses. Despite thigaiming, a
wireless multi-hop network consisting of randomljaged
nodes with an average node degree of 4 will achéesinilar
performance to the Square Grid topology (in whidte t
network nodes are evenly spaced).

This work highlights the relationship between thesrage
number of neighbours in a network and the network’s
performance and serves as an education for thasmiph to
deploy single-tier or multi-tier community-based reless
multi-hop networks that utilize existing infrasttute such as
buildings and lamp-posts (despite the actual physic
arrangement of the infrastructure).

Fig. 3a — Routing Overhead per network topology

Fig. 3b - Routing Overhead as a function of theraye number of
neighbours

Fig. 2a - Packet Delivery Ratio per network topglog

Fig. 4a - Average End-to-End Delay per network togy
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Table 2 E 2
Summary of network performance versus the averade degree 0 ‘ . .
Number of Neighbours (node degree) 2 3 4 6
2 3 4 6 Number of Neighbours
PDR 1 2 4 3
Routing Fig. 4b — Average End-to-End Delay as a functiothefaverage
0O 4 3 1 2 number of neighbours
verhead 9
Delay 1 2 4 3




Fig. 4c - Average End-to-End Delay as a functionaweérage path
length

VIl. FUTUREWORK

Future work will involve the verification of the germance of
randomly placed nodes with an average node dedrdeas
well as further evaluation of the robustness of tiegwork
topologies that are used as the basis for the atiaiu
conducted in this paper. These network topologidt lve
subjected to network node disconnectivity amongtical
nodes and the network’s ability to provide an alidive path
to the destination will be determined.
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