
 

  
Abstract—The average node degree of a wireless multi-

hop network is an important factor in the overall network 
performance. This paper evaluates five practical network 
topologies that leverage the regular layout of buildings. 
The performance comparisons are based on the network’s 
average node degrees with the purpose of discovering the 
optimum average node degree. Simulation results show 
that the optimal node degree amongst the network 
topologies surveyed is four.  This information is useful for 
the planning of an ever-increasing number of wireless 
multi-hop network deployments throughout the world.  
 

Index Terms— average node degree, network topology, 
performance evaluation, wireless multi-hop network. 
 

I. INTRODUCTION 

ireless multi-hop networks (WMN) have the potential to 
deliver broadband Internet access and wireless local 

area network coverage for both stationary and mobile hosts at 
low costs both for network operators and customers [1].  For 
the purposes of this work only stationary nodes are considered 
due to the assumption that network nodes coincide with houses 
and other buildings and that the nodes are arranged in a single-
tier, peer-to-peer architecture.  
 In developing countries rural communities are poor and 
cannot afford the cost of services if they are too expensive [2]. 
WMNs have become a viable means of connecting these low-
income communities to the outside world due to the rapid 
decrease in the cost of particularly IEEE 802.11-based 
equipment, relatively quick deployment periods, easy 
maintenance, low power requirements due to the WMN’s 
multi-hop characteristic, their robustness, availability of open 
source software as well as the scalability provided by being 
able to add and remove network nodes with minimal 
disruption.   

The WMN’s network topology enables the data gathering 
functions of a routing protocol as well as the eventual transfer 
of information from sources to destinations, amongst others. 
Thus the network topology is a critical element in the optimum 
functioning of the WMN and has raised the question of the 
optimal number of neighbours (node degree) within direct 
communication of a network node. Too few neighbours results 
in reduced route redundancy and network robustness whilst too 

many neighbours results in increased interference and 
contention for the transmission medium. Several “magic 
numbers” [3, 4] (referring to the optimum number of 
neighbours) have been proposed with the subsequent 
formulation of topology control algorithms to ensure optimum 
network connectivity [5, 6, 7].  

The topology control algorithms proposed are unsuitable for 
low-cost community-based wireless multi-hop networks due to 
their computational complexity, the need for continuous 
monitoring and adjustment, the lack of a practical 
implementation and the subsequent lack of a standardized 
algorithm. Apart from being confined to the realms of theory 
and simulation for the present, these topology control 
algorithms (if implemented) would result in an increase in the 
cost of the network nodes.  Additionally, these topology 
control algorithms can also lead to network instability whilst 
converging in a deployed scenario [8] with the majority of 
topology control schemes not reporting the time required for 
convergence upon the network topology.   

Due to our focus on low-cost community-based wireless 
multi-hop networks and the current inadequacies of topology 
control algorithms, we have chosen to evaluate network 
topologies that leverage the layout of houses, buildings and 
other infrastructure such as lamp-posts. 

This study compares the relative performances of four 
regular network topologies shown in Fig. 1 as well as a 
randomly generated wireless multi-hop network topology and 
further extrapolates the relationship between the average node 
degree and the performance of the network topology.  

Simulation results clearly indicate that the average node 
degree does affect a WMN’s performance. WMNs with low 
average node degrees achieve the lowest packet delivery ratios 
whilst encountering the most delay. It is found that a network 
with an average node degree of 4 achieves the best overall 
performance amongst the network topologies surveyed. 

The remainder of this paper is organized as follows: in 
Section II we give the description of simulation environment. 
Section III details the simulation methodology used. 
Simulation results and analysis comprise Section IV of this 
paper. Related work is outlined in Section V whilst the 
conclusion and future work occupy sections VI and VII 
respectively. 

II.  SIMULATION ENVIRONMENT  

Network Simulator-2 (ns-2) [9] (version 2.29 running on an 
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Ubuntu Linux 6.06 LTS operating system) was chosen to 
conduct this study due to its support for the IEEE 802.11 
standards with many subsequent patches published by the ns-2 
user community to improve the IEEE 802.11 simulation model 
[10]. This has resulted in its popularity [11] within the wireless 
network and Mobile Ad Hoc Network (MANET) research 
communities. 

In this section we describe the criteria for choosing the 
network topologies and the models of the various layers of the 
IEEE 802.11 protocol stack. 

 

A. Criteria for Choosing Network Topologies 

Three criteria for the network topologies chosen to be used 
in this study were identified. Firstly, the network topologies 
chosen must leverage the regular, uniform arrangement of 
buildings in a typical South African community. Secondly, a 
variety in the average number of neighbours was sought 
(thereby varying the levels of contention for the transmission 
medium). Lastly, a variation in the average path lengths was 
required.  

 

B. Physical and Data Link Layer Model 

As mentioned earlier some of the updates provided for ns-2 
help to model the noise experienced by wireless signals 
operating in the 2.4GHz band. For the purposes of this study 
we assume the use of omni-directional antennas with a gain of 
4dBi resulting in a transmission range of approximately 120m 
when combined with the two-ray ground signal reflection 
model. 

 

C. Medium Access Control 

Our link layer model is based on the link layer that is 
implemented with most real-world IEEE 802.11 equipment. 

The MAC protocol defined in the IEEE 802.11 standard 
follows the RTS-CTS-DATA-ACK sequence. Commercial 
products are shipped with the request-to-send clear-to-send 
(RTS/CTS) protocol turned off by default, thereby resulting in 
its extremely limited use. Additionally, research shows that 
RTS/CTS impedes the performance of a wireless multi-hop 
network [12].   

    

D. Data Traffic Model 

User Datagram Protocol (UDP) based Constant bit rate 
(CBR) traffic sources were chosen to simulate the Application 
Layer communication between nodes in the network. Despite 
lacking realism, it was deemed that the use of CBR traffic 
would not have impacted on the relative abilities of the 
network topologies being investigated to facilitate the delivery 
of the packets to their intended destinations. 

A sending rate of 4 packets per second was chosen with the 
number of CBR traffic sessions between source-destination 
pairs varying from 15 to 28. The traffic sessions end either 
when the simulation run ends or a maximum of 1000 packets is 
transmitted. A minimal packet size of 64 bytes was employed.  

 

E.  Multi-Hop Network Routing Protocol 

The Ad hoc On-Demand Distance Vector (AODV) [13] 
routing protocol was chosen to aid in the performance 
evaluation of the network topologies depicted in Fig. 3. 

Although AODV is an on-demand routing protocol, it does 
offer some advantages in stationary wireless multi-hop 
networks. 

These advantages include: 
1) Routes to destinations are created only when necessary 
2) On-demand routing protocols typically react well to the 

link failures that invariably occur even in stationary 
networks 

3) AODV favours less congested routes to their shorter 
counterparts  

4) Real-world implementations of the protocol exist and can 
be used in test-beds to validate the results obtained and 
presented in this paper 

No changes were made to the default settings provided by 
ns-2 version 2.29 for the AODV routing protocol.  

 

 
Figure 1 - Network topologies utilized in [14] 

 

III.  SIMULATION METHODOLOGY 

The overall goal of the experiments conducted was to 
determine the best performing network topology based on the 
most optimal average number of neighbours (node degree). 

The performance of the network topologies is based on their 
ability to facilitate the routing protocol’s creation of routes to 
the intended destinations as well as the subsequent delivery of 
data. 

These evaluations are based on the simulation of 30 wireless 
nodes spread over a rectangular 1000m x 600m flat space for 
900s of simulated time. 

The wireless nodes in this study were modelled on a Linksys 
WRT54G version 2 wireless router. This particular router is 
popular amongst community-based wireless user groups 
around the world and deployments of this router as a wireless 
multi-hop network node (along with open-source firmware) 
span the globe [15, 16]. 

For relative comparisons between network topologies, 
identical network loads were applied to each topology. Ns-2 
allows for traffic loads to be pre-generated and used as input 
into the overall simulation model. Sixteen unique traffic loads 
were generated resulting in sixteen simulation runs per 



 

network topology. 
All data was collected using purpose-written scripts for 

analyzing the trace files generated by each simulation run in 
ns-2. Only results that fell within a 90% confidence interval for 
the number of data packets sent are considered. It is 
anticipated that the use of the confidence interval will aid in 
the credibility of the results reported in this paper. 

The following metrics were chosen to evaluate the relative 
performances of the wireless multi-hop network topologies. 
They are: 

·  Packet Delivery Ratio (PDR):  the percentage of 
application layer packets containing unique packet 
IDs received at the intended destinations as well as 
the average packet delivery per second. 

·  Routing Overhead: the number of routing packets 
transmitted. Only unique packet IDs are taken into 
account despite the number of hops traversed. 

·  Average End-to-End Delay: the delay experienced 
on the route from source to destination. 

 
Table 1 

Average Number of Neighbours and Path Length for each network topology 
Topology Average Number of 

neighbours (node degree) 
Average Path length 
(hops) 

Random 3 6 
Ribbon 2 14 
Spine 2 10 
Sparse Hex 6 4 
Square Grid 4 4 

 

IV. SIMULATION RESULTS 

The goal of this paper is to measure the impact that the 
average number of neighbours has on the performances of the 
network topologies in order to determine the best performing 
network topology when subjected to the same traffic loads. It 
is envisaged that the results obtained can aid in recommending 
the topology to be used when planning a low-cost, community-
based wireless mesh network. 

The results presented in this section were achieved with 
stationary nodes arranged in the network topologies shown in 
Fig. 3, a peer-to-peer based communication model with the 
number of sources ranging from 15 to 28 with a data rate of 4 
packets per second. Approximately a fifth of the src-dest pairs 
were active at any point in time. 

The Ribbon and Spine topologies both have the same 
average number of neighbours and as a result the average of 
the results obtained for both these topologies are reported. 

 

A. Packet Delivery Ratio (PDR) Comparison 

Fig. 2a shows the PDRs for each of the five network 
topologies chosen to be evaluated. The PDRs are calculated as 
the percentage of sent data packets that are eventually received 
at the destination. All the network topologies considered 
delivered a high percentage of the sent packets, with the PDRs 
ranging from 89.6% to 100%. 

The Random Topology delivers 94.5% of its Application 
Layer packets. The lost packets can be attributed to buffer 
overflows caused by the existence of bottleneck nodes in the 
network. These bottleneck nodes are created because of the 
lack of an alternative route that does not contain the bottleneck 
node and they influence the packet delivery ratio because the 
majority of the transmissions in the network pass through them 
in order to reach the intended destination. 

The Ribbon and Spine topologies achieve PDRs of 89.6 % 
and 92.6% respectively. These two network topologies suffer 
as a result of their longer average path lengths of 10 and 14 
hops respectively. The primary cause for the dropping of 
packets is the overflowing of the buffers of the intermediate 
nodes. 

The Sparse Hex topology delivers 98.4% of Application 
Layer packets. The high PDR is aided by an average node 
degree of 6 and an average path length of 4 hops. 

The Square Grid topology delivers all of its Application 
Layer packets, aided by an average node degree of 4 and an 
average path length of 4 hops. The difference in the PDRs of 
the Sparse Hex and Square Grid topologies can be attributed to 
the increased interference encountered in the Sparse Hex 
topology due to its average node degree of 6, despite both 
network topologies having the same average path length of 4 
hops.    

Fig. 2b depicts the influence of the average node degree on 
the PDR in which a threshold in the optimal node degree 
between 4 and 6 is clearly visible. 

  

B.  Routing Overhead  

AODV is an on-demand routing protocol that attempts to 
establish routes to destinations only when necessary. The 
number of routing packets transmitted is a combination of the 
average node degree, the average path length as well as the 
number of route-request retransmissions occurring. The values 
reported constitute both route request (RREQ) packets and 
route reply (RREP) packets. 

Figure 3a shows the average number of routing protocol 
packets sent for each of the network topologies examined. 
Both the Ribbon and Spine topologies benefit from an absence 
of alternative routes thereby resulting in the low routing 
overhead recorded. All traffic in the ribbon topology follows a 
subset of the longest possible route in the network, whilst all 
traffic in the Spine topology follows a subset of one of two 
longest possible routes. This means that there is a higher 
possibility that the first or second intermediate node will 
possess an entry in its routing table for the intended 
destination, thereby resulting in less overhead.  

The Sparse Hex and Square Grid topologies produce more 
overhead due to their higher average node degrees and 
subsequent availability of alternate routes to destinations. The 
AODV routing protocol broadcasts RREQs until either a node 
with a path to the destination, or the destination itself is 
encountered. The higher average node degrees provided by 
these topologies allow for the faster dissemination of the 
RREQ packets because more neighbours are able to receive 
the requested packets. The higher average node degree also 
improves the number of alternate routes to the destination. 



 

This translates into more RREP packets being disseminated (as 
depicted in Fig. 3b) because more nodes have viable alternate 
paths to the intended destination. Despite the high overhead 
produced the PDR of these topologies is not adversely affected 
as shown in Fig. 2a.  
 

C. Average End-to-End Delay Comparison 

The reported delay represents the average end-to-end delay 
experienced when transmitting data packets from the source 
node to the destination node. The delays shown in Fig. 4a 
range from 1.37ms to 9.05ms and reflect a proportional 
relationship to the average path length of the network 
topologies as shown in Table 1. An increase in delay increases 
the possibility that a packet will be lost en-route to the 
destination thereby resulting in a lower PDR. 

Figures 4b and 4c both illustrate the tradeoffs that exist 
between the average path length and the average node degree. 
Both the Ribbon and Spine topologies possess the same 
average node degree whilst their average path lengths differ 
(14 hops and 10 hops respectively). The difference in path 
length contributed 4.38ms of additional delay.   

Conversely it can be shown that a difference in average node 
degree contributes to delay. Whilst both the Sparse Hex and 
Square Grid topologies possess the same average path length, 
the Square Grid topology achieves a lower delay due to its 
lower average node degree.  

Therefore it has been shown that an optimal combination of 
node degree and path length is required in order to produce the 
lowest delay. 

 

D. Summary 

Table 2 summarizes the performances of the network 
topologies surveyed with regards to the average node degrees. 
Ratings range from 1 to 4 with 1 representing the worst 
performance and 4 representing the best performance. The 
network with an average node degree of 4 (which corresponds 
to the Square Grid topology) showed the best overall 
performance by leading in 2 of the 3 categories.  

The results show that an average node degree of 4 provides 
enough redundancy for the AODV routing protocol to take 
advantage of in choosing the least congested route to the 
destination, whilst minimizing contention for the transmission 
medium as well as maintaining low-enough interference levels, 
thereby resulting in the highest PDR.  

From the results reported in this section, it was clear that the 
Square Grid topology was the best performing wireless multi-
hop network topology amongst those evaluated.  

This network topology possessed the most optimal 
combination of average node degree of 4 and an average path 
length of 4 hops. It was these characteristics that allowed for 
the lowest delay as well as delivery of the highest percentage 
of application layer packets despite generating the highest 
routing overhead in the process.  
 

V.  RELATED WORK 

Despite the fact that the optimal number of neighbours 
(node degree) for wireless ad-hoc networks has been studied 
since 1978 [3], very little application to practical wireless ad-
hoc networks has resulted.  

The network topologies utilized in this study were derived 
from the work of Cardell-Oliver [14] in which the performance 
of the flooding protocol when subjected to network topologies 
of varying shapes was studied. It was found that the density of 
the network nodes affected the reliability and cost of flooding. 
High node density gave the best reliability, but highest cost 
whilst low node density resulted in the flood dying out before 
reaching most of the network nodes. The study did have some 
inherent limitations.  

Firstly, the source of the flooding in Cardell-Oliver’s study 
was always the node occupying the top-left corner of the 
network and secondly, the flooding protocol performs 
optimally when only one source node is active. These are both 
unrealistic assumptions. A major objective of our work was to 
apply the network topologies used by Cardell-Oliver to a more 
realistic wireless multi-hop networking scenario by modelling 
multiple simultaneous transmissions with the goal of 
determining the role of the varying average node degree on the 
performance of the network. 

Xue and Kumar [17] investigated the number of neighbours 
needed for the connectivity of a wireless multi-hop network 
containing randomly placed nodes and established an upper 
bound on the relationship between the total number of nodes in 
the network and the resulting number of neighbours needed to 
ensure network connectivity. They found that 5.1774log(n) 
neighbours was sufficient (where n is the total number of 
nodes in the network) for this purpose and when applied to our 
network of 30 nodes, an upper bound of approximately 8 
neighbours is obtained.  

Our simulation results show that Xue and Kumar’s algorithm 
is pessimistic for a network containing 30 nodes as it doubles 
the result for the optimal number of neighbours that we have 
obtained.  

Wan and Yi [18] improved the upper bound obtained by 
Xue and Kumar [17] by showing that 2.718log(n) neighbours 
(where n equals the total number of nodes in the network) is 
sufficient to ensure asymptotic connectivity of the network. 
When we apply this formula to our network consisting of 30 
nodes a critical number of 4 neighbours is derived.  

Our work takes cognizance of Wan and Yi’s result and has 
verified it by comparing network topologies with varying 
average node degrees with the intention of finding the optimal 
average node degree. 
 

VI.  CONCLUSION 

The need for topology control has been widely 
acknowledged and several schemes have been proposed [7]. 
These schemes are unfortunately not feasible for low-cost 
community-based wireless multi-hop networks. In this paper 
we have evaluated the performance of five practical network 
topologies in order to discover the optimal number of 



 

neighbours (node degree). 
The results of the evaluation show that the best performing 

network topology was the one that had an average node degree 
of 4 as it was found to perform optimally in 2 of the 3 tests that 
it was subjected to. The Square Grid topology (with an 
average node degree of 4) shown in Fig. 3 may not be directly 
applied in a rural setting due to the apparent randomness 
regarding the placement of houses. Despite this shortcoming, a 
wireless multi-hop network consisting of randomly placed 
nodes with an average node degree of 4 will achieve a similar 
performance to the Square Grid topology (in which the 
network nodes are evenly spaced).  

This work highlights the relationship between the average 
number of neighbours in a network and the network’s 
performance and serves as an education for those planning to 
deploy single-tier or multi-tier community-based wireless 
multi-hop networks that utilize existing infrastructure such as 
buildings and lamp-posts (despite the actual physical 
arrangement of the infrastructure). 
 

 
Fig. 2a - Packet Delivery Ratio per network topology  
 

 
Fig. 2b - Packet Delivery Ratio as a function of the average number of 
neighbours 

 
 

Table 2 
Summary of network performance versus the average node degree 
 Number of Neighbours (node degree) 
 2 3 4 6 
PDR 1 2 4 3 
Routing 
Overhead 

4 3 1 2 

Delay 1 2 4 3 

 

 
Fig. 3a – Routing Overhead per network topology 
 

 
Fig. 3b - Routing Overhead as a function of the average number of 
neighbours 
 

 
Fig. 4a - Average End-to-End Delay per network topology 
 

 
Fig. 4b – Average End-to-End Delay as a function of the average 
number of neighbours 
 



 

 
Fig. 4c - Average End-to-End Delay as a function of average path 
length 
 

VII.  FUTURE WORK 

Future work will involve the verification of the performance of 
randomly placed nodes with an average node degree of 4 as 
well as further evaluation of the robustness of the network 
topologies that are used as the basis for the evaluation 
conducted in this paper. These network topologies will be 
subjected to network node disconnectivity amongst critical 
nodes and the network’s ability to provide an alternative path 
to the destination will be determined. 
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