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Abstract— In this paper we review the concept of a fountain code and explore its possible application in standards like GSM. Our main focus is on the decoding of Tornado codes (predecessor of fountain codes) in typical mobile wireless channels encountered in GSM and WiMax standards. Channel conditions considered include AWGN and flat fading. The application of fountain codes in GSM is appealing due to the graph structure of these codes and the coding configuration in current GSM standards.
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I. INTRODUCTION

D

igital fountain codes use the concept of a sparse-graph at their core. The first sparse-graph code was introduced by R.G. Gallager in [1,2] in the early 1960’s and is known as LDPC (Low-Density Parity-Check) codes.

One of the code families derived from the sparse-graph concept was digital fountain codes. Digital fountain codes are designed for a binary erasure channel, in which each codeword symbol is lost with a fixed constant probability \( p \) in transit independent of all the other symbols (an example is the internet).

The digital fountain concept [3] started as a data carousel (broadcast disk) [4]. In this approach the source loops through all transmission packets continuously; the receivers may log onto this stream at any time and download packets until they have received the entire message. A data carousel can be seen as an imperfect approximation of an ideal solution, which one can call a digital fountain. The difference between a data carousel and a digital fountain is that a digital fountain can reconstruct the message from any subset of encoding packets equal in length to the original message (note that the packets are encoded using some sort of FEC), while the decoding properties of a data carousel is not as strict (the packets used does not have to be any subset or a specific length). A digital fountain can be compared to a running tap. When you fill your cup you do not care which droplets land in the cup, but only that you require enough water to quench your thirst. The above metaphor also highlights another important property of digital fountain codes namely it’s ability to generate an infinite amount of encoded packets from the original source.

One of the first coding schemes chosen to create digital fountains is Reed-Solomon (RS) codes [5]. The reason RS codes were considered is the fact that the original message can be constructed from \( k \) RS symbols. Where \( k \) represents the original message size (in packets) and \( n \) represents the code size (in packets).

The two main drawbacks of RS codes are the limited amount of distinct decoding symbols and the quadratic decoding algorithm used by it [3,6].

The next coding scheme proposed to approximate a digital fountain is a sparse-graph erasure code called Tornado codes [7,8]. This sparse property of Tornado codes solved the quadratic time problem of RS codes (made it linear). This does come with a price; the receivers have to receive a little bit more than \( k \) packets to correctly decode the original message. Take note that a Tornado code is not a true fountain code (rather a predecessor), due to the fact that it can not produce an unlimited supply of unique code bits.

The next logical evolution was to develop a rateless code which is a true fountain code. LT (Luby Transform) codes were the first rateless codes and were discovered by Luby [9]. LT codes have a similar graph structure to Tornado codes, though its graph is not predefined giving LT codes their rateless property. To make this structure possible each encoded symbol must store a list of its neighbors in real time, which can be accomplished in practice if the receiver and transmitter share the same random seed and degree distribution. They can agree on this before transmission begins. The underlying degree distribution is a very important design choice and the robust soliton distribution is a popular choice [9,10]. Using this degree distribution leads to encoding symbols with average degree \( O(\ln k) \).

Encoding symbols with average degree \( O(\ln k) \) leads to codes that can encode in time proportional to \( \ln k \) and decode in time proportional to \( k \ln k \) [9]. These codes also require that the receiver receive a little more than \( k \) packets before accurate decoding can be accomplished. A detailed comparison of the implementation of RS, Tornado and LT codes as digital fountains can be found in [3,10].

The only improvement on LT codes is to lower the average degree to a constant which would lead to decoding in time proportional to \( O(k) \). Raptor codes [11,12,13] accomplishes just this by using pre-coding. An average degree distribution of \( O(\ln k) \) is required to cover each message node with high probability. To remove this restriction we can pre-code a message using an erasure code like Tornado. If we treat the encoded message \( M' \) as the...
message we do not need to recover every packet of \( M \) in order to recover \( M \) (original message), but instead just a constant fraction of the packets of \( M \). This reduces the decoding time complexity to \( O(k) \). Some research on using digital fountain codes on non-erasure channels are done in [13].

The main aim of the paper is to kick off research exploring the use of fountain codes in standards like GSM. The best place to start is to investigate the decoding of Tornado codes on non-erasure channels like AWGN with flat fading added (corruption, not erasure channel). This is done due to the fact that the decoding of Tornado codes can easily be extended to other fountain codes (having a similar graph structure). The next section introduces the basics of Tornado code structure and design (for an erasure channel). Section III explains how a Tornado code can be decoded on an AWGN channel using iterative belief propagation. The results of this approach are given in section IV and are followed by a discussion of these results. Before the conclusion a short theoretical description of how fountain codes could be used in GSM is presented.

II. TORNADO CODES

A. Basic structure

The basic structure of a Tornado code consists of layered bipartite graphs. Each bipartite graph \( B \) is associated with a code \( C(B) \) with \( k \) message bits and \( \beta k \) redundant bits (check bits), where \( 0 < \beta < 1 \). Each graph \( B \) thus consists of \( k \) left nodes and \( \beta k \) right nodes.

The encoding of \( C(B) \) is accomplished by setting each check bit equal to the XOR of its neighboring message bits. For the layered graph the above procedure is continued for each layer. The codes used are systematic and sparse.

The decoding of a layer on an erasure channel is accomplished by substituting the correctly received bits into the graph structure and then solving the unknown bits iteratively. This procedure only works if enough bits are received correctly. The above is explained in more detail in [7].

Now that a single bipartite graph was introduced it can be cascaded to form a Tornado code. One first uses \( C(B) \) to produce \( \beta k \) check bits for the original \( k \) message bits. One then uses a similar code to produce \( \beta^2 k \) check bits for the \( \beta k \) check bits of \( C(B) \), and so on. The last level of a Tornado code may use a conventional erasure correcting code like RS (Reed-Solomon) [5]. Implementing Tornado codes on non-erasure channels using belief propagation prohibits this approach.

For this article the last layer consists of a specialized bipartite graph specializing in maximizing error recovering of left as well as right hand side nodes for a specific layer. The other layers are only designed to maximize error recovery of left hand nodes. The reason being that these layers assume that the conventional error correcting code has performed all the necessary corrections of the left nodes, at the second last layer.

The Tornado graph structure can now be formally defined as follow [7]. A family of codes \( C(B_0),...,C(B_m) \) can be constructed from a family of graphs \( B_0,\ldots,B_m \), where \( B_i \) has \( \beta^i k \) left nodes and \( \beta^{i+1} k \) right nodes. The variable \( m \) is chosen so that \( \beta^{m+1} k \) is roughly \( \sqrt{K} \). The cascade ends with an erasure correcting code \( C \) of rate \( 1 - \beta \) with \( \beta^{m+1} k \) message bits. The code \( C(B_0,B_1,\ldots,B_m,C) \) has \( k \) message bits and

\[
\sum_{i=1}^{m+1} \beta^i k + \beta^{m+2} k (1 - \beta) = k \beta (1 - \beta)
\]

check bits formed by using \( C(B_0) \) to produce \( \beta k \) for the \( k \) message bits, using \( C(B_1) \) to form \( \beta^{1+k} \) check bits for the \( \beta^k \) bits produced by \( C(B_1) \). And finally using \( C \) to produce an additional \( k \beta^{m+2} (1 - \beta) \) check bits for the \( \beta^{m+1} k \) bits output by \( C(B_m) \). As \( C(B_0,B_1,\ldots,B_m,C) \) has \( k \) message bits and \( k \beta (1 - \beta) \) check bits, it is a code of rate \( 1 - \beta \).

The decoding of a complete Tornado code on an erasure channel is done as follows. The conventional erasure code recovers all the missing left and right check nodes of the last layer, making all the check bits of \( C(B_m) \) known. This can now be used to correct the erasures in the inputs of \( C(B_m) \). This continues upwards until the original \( k \) message bits can be recovered.

B. Degree sequences

An edge is a line that connects any two nodes, one from the left with one on the right. One refers to edges that are adjacent to a node of degree \( i \) on the left (or right) as edges of degree \( i \) on the left (or right), where the degree of a node is determined by the amount of edges connected to it. Each of the degree sequences is specified by a pair of vectors \( (\lambda_1,\ldots,\lambda_m) \) and \( (\rho_1,\ldots,\rho_m) \), where \( \lambda_i \) is the initial fraction of edges on the left of degree \( i \) and \( \rho_i \) is the initial fraction of edges on the right of degree \( j \). Note that the graphs are specified in terms of fractions of edges, and not nodes, of each degree. The sequence \( \lambda \) give rise to a generating polynomials \( \lambda(x) = \sum \lambda_i x^{i-1} \). The average left degree of the graph is thus equal to

\[
a_l = \left( \sum \lambda_i / i \right)_{|i|}
\]

If \( E \) is the number of edges in the graph, then the number of left nodes of degree \( i \) is

\[
E \lambda_i / i
\]

and hence the number of left nodes is

\[
E \sum \lambda_i / i
\]

The above can be repeated for the right side nodes, as long as \( E \) remains constant [7].

For an effective erasure correcting code the degree sequences have to satisfy the following theorem from [7]

Let \( k \) be an integer, and suppose that \( C = C(B_1,\ldots,B_m,C) \) is a cascade of bipartite graphs as explained in the previous section, where \( B_1 \) has \( k \) left nodes. Suppose that each \( B_i \) is chosen at random with edge
degrees specified by $\lambda(x)$ and $\rho(x)$, such that $\lambda(x)$ has 
\[ \lambda_1 = \lambda_2 = 0, \text{ and suppose } \delta \text{ is such that} \]
\[ \rho(1 - \delta \cdot \lambda(x)) > 1 - x \]  
(5) 

for $x \in (0,1]$. Then, if at most a $\delta$ -fraction of the 
coordinates of an encoded word in $C$ are erased independently 
at random, the erasure decoding algorithm of the previous 
section terminates successfully with probability 
\[ 1 - O(k^{-2/4}) \] , and does so in $O(k)$ steps.

C. Designing a Tornado code for the erasure channel

The Tornado code consists of multiple layers of bipartite 
graphs. All of the intermediate layers are designed using 
the heavy tail distribution for the left nodes (discussed 
below). The last layer is designed using the double heavy 
tail distribution for the right nodes. The right edge distribution is 
calculated using linear programming (simplex method). Knowing 
$\lambda(x)$ and $\delta$ (choosing it at least equal to $\delta = \beta(1-1/D)$ ) one can calculate 
$\rho(x)$. The objective is to find $\rho(x)$ subject to $\rho_i > 0$, $\rho_i > x_i$, $\sum \rho_i = 1$ and 
$\sum \lambda_i = x$ (if the amount of left and right hand 
nodes are equal). This solution is only feasible if 
$\rho(1-\delta \lambda(x)) > 1 - x$ for all $x \in (0,1]$.

D. An example design

The first step in designing a Tornado code is choosing 
the dimensions of the code, and the amount of layers. A $(n, k) = (80,40)$ code with 2 layers is considered here. Although 
a typical Tornado code is at least 10000 bits long, the 
example considered here is sufficient to highlight a flaw in 
Tornado codes when used on an AWGN channel with flat 
fading added. The first layer will consist of the heavy tail 
distribution as described in the previous section with $D = 3$ 
and $\beta = 0.5$. The first layer will thus consist of 40 right 
nodes and 20 left nodes. From section II-C one knows that 
the first layer consists of the union between two graphs $B_1$ 
and $B_2$. The nodes on the right needs to be divided into 
two unique sets. One first needs to calculate 
\[ \gamma = \beta / D^2 = 1/18 \] . Now $B_1$ will use 
$[(\beta - \gamma)k] = 17$ and $B_2$ will use 3 nodes on the right. Both graphs will use all of 
the left hand nodes.

First $B_1$ is designed and then $B_2$ is added to form $B$. The 
polynomials $\lambda(x)$ and $\rho(x)$ of $B_1$ is designed by using the 
values calculated in Table I and can be found in Table II. 
Note from Table I that a new $\beta$ is used to calculate the 
average right degree. With $\lambda(x)$, $\rho(x)$ and equation (3) the 
degrees of each node can be determined. Since equation (3) 
does not divide the edges of $B_1$ perfectly, seven edges 
remain (only 92 edges are used). The remaining edges are 
donated to $B_2$. To complete $B$, one needs to add $B_2$ to $B_1$.

This is easily accomplished by adding three edges to each 
left node and assigning these edges (including the seven 
donated ones) randomly to the three nodes of $B_2$. One such 
assignment is shown in Table III.

<table>
<thead>
<tr>
<th>Unknown</th>
<th>Value</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{B_1}$</td>
<td>99</td>
<td>$(4) \text{ – rounded to}$</td>
</tr>
</tbody>
</table>
The last layer of the graph is designed by using linear programming. It consists of the 20 parity bits of the first layer on the left and 20 parity bits on the right. Assuming $D$ is also equal to three for the last layer and that $\delta$ remains the same as the previous layer one can calculate $\lambda(x)$ and $\rho(x)$ as shown in Table IV. With $\lambda(x)$ and equation (4) one can calculate $E$, which is equal to 78 in this case. With $E$, $\lambda(x)$, $\rho(x)$ and equation (3) one can construct Table V. The reason for a node of degree 3 on the right is that two edges remained after dividing the edges on the right. These two edges were assigned to a random node of degree one. A random (80, 40) Tornado code is shown in Fig. 1.

---

**TABLE II**

<table>
<thead>
<tr>
<th>Unknown</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(x)$</td>
<td>(6)</td>
</tr>
<tr>
<td>$\rho(x)$</td>
<td>(7)</td>
</tr>
</tbody>
</table>

| $\lambda(x)$ | $= 0.5455x + 0.2727x^2 + 0.1818x^3$ |
| $\rho(x)$ | $= 0.0042 + 0.0229x + 0.0627x^2 + 0.1145x^3 + 0.1568x^4 + 0.1718x^5 + 0.1568x^6 + 0.1227x^7 + 0.0864x^8$ |

**TABLE III**

<table>
<thead>
<tr>
<th>Left Nodes</th>
<th>Right Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree</td>
<td>Amount</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Unknown</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda(x)$</td>
<td>$= \lambda(x^2)$</td>
</tr>
<tr>
<td>$\rho(x)$</td>
<td>Linear Programming</td>
</tr>
</tbody>
</table>

| $\lambda(x)$ | $= 0.5455x^2 + 0.2727x^4 + 0.1818x^6$ |
| $\rho(x)$ | $= 0.079 + 0.9921x^4$ |

**TABLE V**

<table>
<thead>
<tr>
<th>Degree</th>
<th>Amount</th>
<th>Degree</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>13</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5</td>
<td>14</td>
</tr>
</tbody>
</table>

---

**III. DECODING USING BELIEF PROPAGATION**

Since a Tornado graph can be represented as a factor graph, in theory it should be possible to implement iterative belief propagation on such a code. Tornado codes can be represented as a factor graph by inserting the hidden check nodes into Fig. 1. In a factor graph the messages can be passed as LLR’s (log likelihood ratios), which is defined as:

$$\Lambda(m_{a,b}) = \ln \left[ \frac{p(m_{a,b} = +1)}{p(m_{a,b} = -1)} \right]$$  \hspace{1cm} (10)

where $m_{a,b}$ is the message passed from the a-layer to the b-layer.

A factor graph usually consists of two types of nodes; variable nodes and check nodes. A variable node usually represents a received bit and is assigned a channel LLR, defined as:

$$\Lambda(m_n) = \frac{4}{N_0} - \alpha_n r_n$$  \hspace{1cm} (11)

where $r_n$ is the soft value of the $n^{th}$ received bit, $\alpha_n$ is the average fading amplitude of $r_n$ and $N_0$ is the single-sided noise power spectral density.

A check node forces all the variable nodes connected to it to be even. Each of these types of nodes is updated using different formulas. The input LLR’s of a variable node are summed together to produce the output branch LLR (including channel LLR), and is described as:

$$\Lambda(m_n) = \sum_{L=0}^{L} \Lambda(m_l) + \Lambda(m_n)$$  \hspace{1cm} (12)

For a check node

$$\Lambda(m_n) = 2 \cdot \tanh^{-1} \left[ \prod_{l=0}^{L} \tanh \left( \frac{\Lambda(m_l)}{2} \right) \right]$$  \hspace{1cm} (13)
is used. To update a node each branch of a node needs to be updated with the above formulas. All branches are usually set to zero for the first iteration.

The order in which one updates the nodes can be chosen uniquely for each factor graph. Standard LDPC iterative belief propagation involves updating the variable nodes first and then the check nodes. Take note that some sequences may lead to bad decoding. After such a sequence has been completed, one can stop or continue with another cycle. Usually a sequence is repeated until a codeword (all the checks are satisfied) or a certain predetermined amount of cycles are reached.

Decoding of a variable node is done by calculating the intermediate value
\[ \Lambda(m_v) = \sum \Lambda(m_c) + \Lambda(m_a) \]  
(14)

and performing hard decisions on the value. A similar algorithm is discussed in [15].

IV. RESULTS

Three codes were tested on an AWGN channel with flat fading and the resulting BER graphs are shown below. The details of the different codes can be found in section V. The channel was constructed as in [14] and QPSK was used as modulation technique. For fading Rician factors of -100dB and 9 dB were used and Doppler frequencies of 100Hz and 33Hz. All of the codes were decoded using 10 iterations of standard LDPC iterative belief propagation, as discussed in section III.

![Fig. 2. BER curve of the pure Tornado (80,40)](image)

![Fig. 3. BER curve for the (40,20) code](image)

![Fig. 4. BER curve for the layered (60,20) code](image)

V. INTERPRETING THE RESULTS

The pure (80,40) Tornado code of section II-D performs very bad on an AWGN channel with flat fading. The main reason for such bad performance can be attributed to the addition of \( B_2 \) to \( B_1 \) to create the first layer of the Tornado code. Because the edges introduced by \( B_2 \) are assigned to only a handful of the right hand side nodes, a lot of parallel branches are created. These two cycle loops are very bad for belief propagation and causes the bad BER curves of Fig 2. This is however only one of the possible explanations for this codes bad performance, which can include other factors like four-cycle loops and bad distribution. When only the second layer of the pure Tornado (80,40) code is used a new (40,20) code is created. This (40,20) code performs a lot better since the two cycle loops of the first layer is not present. One can also construct a (60,20) code by using the last layer of a pure (80,40) Tornado code for both layers of a new code. This code performs worse than the single layer (40,20) code. This can be attributed to a flaw in the structure of a Tornado bipartite graph. To obtain the same \( E_b / N_0 \) for different codes a certain amount of noise must be added for each code, which is dependent on the code rate. For a (40,20) and a (60,20) code to have the same \( E_b / N_0 \) value one needs to add 1.5 times more noise to each bit of the (60,20) code than for the (40,20) code. Now the only effect of the second layer on the first layer is that the 20 edges going into the xor’s of the first layer are more accurate. These accurate values however can not compensate for the extra amount of noise carried by the message bits. The 20 edges are only a small amount of the information exchanged in the first layer. In other words most of the information used by belief propagation decoding of the first layer is produced by the first layer (not including the 20 edges from the second layer). A Tornado code is thus a code consisting of multiple layers, each layer can decode effectively by itself, but the amount of information distributed between layers is so small that it has a minimal affect.

Another thing to note is that the (40,20) and (60,20) codes perform better than uncoded QPSK when compared under fading conditions although the (60,20) code performs worse under AWGN conditions.
The only possible solution for the flaw in Tornado codes discussed above is to redesign it for an AWGN channel. The layers should be designed using principals in [13]. For the second layer an additional refinement is needed. The second layer should use the first parity layer and the original message bits in its construction. This approach should produce a lot more messages during belief propagation and lead to a better code. This approach should be applied to every layer regardless of its depth.

VI. POSSIBLE USE OF FOUNTAIN CODES IN GSM

Tornado codes exhibit certain difficulties (including the flaws discussed in section V and the predefined graph structure) for application in GSM, though other fountain codes such as LT and Raptor codes might offer a solution. The difference between LT codes and Tornado codes is that LT codes only use a single layer that is generated during encoding on the fly. All the message bits of an LT code are placed on the left side of the graph. Each check node value is generated by picking a random amount of message bits (according to some distribution) and then calculating the binary sum of these bits. This is repeated for as many check nodes as required. LT codes are non-systematic and so only the check node values are sent over the channel. Raptor codes are almost identical to LT codes except for the inclusion of a pre-code. The message bits in a Raptor code are encoded by an appropriate pre-code and then encoded by a LT code. Since Raptor and LT codes can be represented using factor graphs it can easily be decoded using the principals discussed in section III.

GSM uses a punctured convolutional encoder to encode frames and each frame is tested for validity at the receiver. If an invalid frame is found, it is retransmitted using a different puncturing scheme. This leads to more available data at the receiver for decoding (does not use all the received data). Theoretically, Fountain codes have the ability to utilize all the retransmitted information for decoding. Raptor or LT codes can be used to replace the puncturing scheme, e.g. a message can be encoded using a LT code and if the frame at the decoder is invalid the transmitter retransmits the message using a different LT structure. The only challenge is that the combined LT graph of both transmissions must be an efficient code as well. Now the receiver can use both transmissions for successful decoding. This can be continued until a valid frame is received. In short the LT code used for this approach should adhere to the following

- The LT code itself and the combined LT codes must be an effective code.
- Four cycle loops must be limited.
- Some LDPC design principals may be incorporated.
- The design rules for fountain codes given in [13] must be applied.

VII. CONCLUSION

A pure Tornado code uses an inefficient code structure and is not suitable for noisy channels. It can be redesigned for noisy channels as discussed in section V. On the other hand pure fountain codes do not share this flaw with Tornado codes. These codes can be used in standards like GSM due to its ability to generate an infinite amount of code bits. This makes it possible (in theory) for the receiver to use all the retransmitted bits for decoding while the GSM decoder can only use some of the retransmitted bits (due to puncturing). All fountain codes can be decoded using the principals discussed in section III on noisy channels. This concept is worth researching further.
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