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Abstract—Software-defined radios (SDR) perform signal processing in the digital domain, replacing hardware that previously performed such processing. The need exists to rapidly create new SDR applications without designing an entire system from the ground up, and without specialized knowledge of a target platform. This paper describes the design of a generic SDR topology that is highly reconfigurable and promotes a high level of code re-use. The research forms part of a larger project to design a domain-specific language (DSL) in which to describe SDR functionality in a platform-independent way. In this paper, the code synthesis from the DSL is extended to support the Freescale DSP563xx family, and the study provides a roadmap for the creation of such extensions to other embedded platforms.
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I. INTRODUCTION

The most significant value of software-defined radio (SDR) is the re-usability and adaptability of the SDR hardware platform, since it can correct the functionality of a radio through software changes, or even completely change the radio application. This is due to the fact that tasks that would traditionally be performed by hardware can now be implemented using software running on a digital processor. Fig. 1 shows that some additional hardware may still be needed to create a complete SDR application.

However, a highly reconfigurable platform may not be highly flexible, because a significant coding effort may be needed to adapt the SDR. Ideally, SDR source code would be completely independent from the underlying hardware. In practice, various degrees of independence between a hardware platform and the SDR source code exist:

1) Software is custom written for a SDR platform, and a change in the SDR may require a major code rewrite. Each SDR instance is specific to the targeted hardware platform.

2) Software modules are pre-written for a specific SDR platform, and these modules can be configured and combined to produce a large variety of applications. The software written is still hardware specific.

3) Generic software modules are written that can describe a variety of SDR waveforms and actions in a hardware-independent manner. These modules can be configured and combined to produce a radio application. For each target platform a code mapping between the generic modules and the hardware-specific high-level language is defined.

These three degrees of independence introduce increasing levels of code re-use in SDR. In Case 3 above, top-level generic definitions of various SDR modules are defined and configured. These modules are then migrated to a hardware-specific platform by means of a languageA-to-languageB translator. This means that an SDR can be highly reconfigurable by using these generic software modules, and also portable by means of the hardware-specific translators.

Such a system will consist of the following:

1) Generic DSL modules. A complete radio definition may consist of many modules or nodes that are linked together to form an SDR application. Fig. 3 illustrates this with an AM demodulation design. For each node in a communication system, a DSL module can be defined and configured and linked together to perform a task.

2) A DSL translator. This stage will be responsible for generating the hardware-specific high-level language (HLL) for the target platform on which the SDR will be implemented. This means that with a variety of DSL translators a single generic SDR definition can be compiled to many different platforms.

3) Hardware-specific language. Each platform on which a
SDR will be implemented may have its own high-level language (HLL).

We have taken the approach in our projects of firstly designing an HLL implementation of our SDR architecture for each hardware platform. This provides a reference implementation for later code generation, and is the main objective of this paper. The HLL implementation will be designed with code generation in mind. When a working hardware-specific implementation exists, a translator can be written to transform the generic DSL modules that reside in a SDR library, into a functioning hardware-specific HLL.

In our projects we chose to define these DSL modules in XML. XML is a markup language that lends itself to structured declarative definitions of systems. Translator software is readily available, which allows the XML modules to be translated into arbitrary high-level languages [2]. This is an essential feature, since the ultimate goal of this project is the automatic code generation of a hardware-specific HLL from a generic XML SDR definition.

Previous research projects at Stellenbosch University have successfully implemented DSL translation to two hardware platforms. Fig. 2 shows a project overview, in which a fully functional implementation to a microprocessor has been completed [1], and a prototype implementation for a VHDL-based hardware platform for FPGA has been demonstrated [2]. This illustrates the re-use of code: A single generic XML definition for a SDR radio exists; different DSL translators then generate code, compatible with a variety of platforms.

This paper will describe the development of the hardware-specific solution for the Freescale DSP563xx family of DSPs (previously Motorola). This is done in preparation of the final step in such an implementation, namely the construction of a DSL translator using XSL transformations (XSLT), which is beyond the scope of this paper.

II. A GENERIC SDR TOPOLOGY

In order to develop a platform-independent, reconfigurable SDR topology, a token flow network was developed where a variety of processing nodes (called converters) can be linked together into a radio application. Each converter may have several attributes that can be used to configure it. Fig. 3 shows the structure of a converter. Its primary task is to convert input tokens into output tokens. A converter must have at least one input port or one output port. Each converter must further contain a process declaration that describes the algorithm that converts inputs into outputs. These converters are then linked to each other to create a complete SDR application, which may be abstracted as a token flow network [3]. Each converter will produce output tokens and pass it on to the next converter in the synchronous data flow (SDF) network. The next converter will then consume that token and produce an output according to its process algorithm and current attributes. Synchronous data flow assumes that each node in the system has a static position, and that the number of samples produced and consumed by each node is known [3]. This is found to be an acceptable constraint for SDR design [1].

Since converters will execute synchronously, an output token of one converter must be passed to the next converter in the SDF graph. A converter may execute multiple times before the next converter in the SDF graph is scheduled. A single converter may therefore produce multiple output tokens before any of these are consumed. These tokens must all be passed to the next converter, and therefore an input queue should exist where these tokens will be stored until they are ready to be processed by the next converter. Tokens in the input queue will be processed in the same order in which they were produced, therefore the input of any converter should be a FIFO queue.

Once all converters of a complete SDR have been defined and linked together, these nodes must execute. Lee and
Messerschmitt [3] propose a static scheduling algorithm for SDF networks. This algorithm ensures that each converter executes at the correct time and for the correct number of times. This algorithm can also test the validity of the SDF created. Since this is a static scheduling method, the schedule will only be determined once, and execution of this order will occur periodically. In a practical SDR, scheduling will be done whenever the token flow network (i.e. the SDR structure) is changed. This proposed schedule will then only be valid for that SDF network.

III. IMPLEMENTATION

Previous microprocessor-based SDR projects in this research group used C++, an object-orientated programming (OOP) language. OOP language features such as classes, inheritance, data abstraction and encapsulation, and their close relationship to the abstraction of an SDR as a token flow network, informed this choice of language. However, C++ is not supported on many embedded platforms such as DSPs, and the memory and processing overhead may be prohibitive. For this reason, the C programming language was chosen for the current project, because of the portability to a wide variety of embedded platforms. Some of the OOP features found in C++ did influence the C code design.

We already defined a converter as a node consisting of input ports, a process, and output ports. Consider the network in Fig. 4. Node \( \text{Node}_1 \) has two outputs, linking it to two other nodes. It would be wasteful to duplicate data by using both an output queue and an input queue. The choice between an output queue and an input queue is arbitrary (in particular since only one-to-one interconnections are allowed). For this architecture only an input queue is maintained at each input port. Node \( \text{Node}_2 \) now has memory allocated for two input queues. Each converter also has an output queue pointer, set equal to the memory address of the input queue it should be connected to. This means that a queue allocated in memory is now shared by two converters, thus linking them. If a converter pushes a sample into its output queue, that value would be available in the input queue of the converter sharing that queue as shown in Fig. 5.

As stated earlier, a converter may produce or consume multiple samples. Each queue in the SDF network must therefore be allocated a sufficient amount of memory to ensure that the maximum number of samples that can reside in the queue at any time can be accommodated. In addition to each converter producing or consuming multiple samples, each converter may produce multiple outputs or consume multiple inputs. Instead of declaring a single input or output queue, we define an input list and an output list, that may consist of multiple pointers to queues, and represent the multiple ports of the converter. The convention of only allocating memory for the input queues still holds. Fig. 6 shows a converter that has two input queues, and a single output queue.

A converter may contain a set of attributes that are parameters to its processing algorithm. For example, this could be the gain of an amplifier block, or the frequency and phase angle of a sine generator. Since the number of attributes will vary between converters, a unique struct must be declared for each type of converter. This structure will contain all the attributes needed by that converter. An attribute of note is the parent pointer present in all attribute structs, that points to the current converter. This creates a convenient method to access the input and output queues.

Each converter must define a processing algorithm. When the empty converter shell is created, a C function pointer is defined, which points to this algorithm. When a converter executes, the attribute struct of that specific converter must be passed as parameter to the function. This is necessary because there may be more than one instance of a converter. This adds to the re-usability of code in the project, since only one instance of the process needs to exist in program memory, and provides a separation between converter class and instance.

Because the eventual goal of the project is to automatically
generate the C code described here, a structured approach must be taken when configuring a converter. This will simplify the code generation process. Before a converter can be created, an empty instance of it must be declared. A list of pointers to converters is first declared, as an array of type **CONVERTER** (Fig. 6). Once the list is created, an empty instance of each converter must be declared. This is done by allocating memory for each converter that will exist in the SDF network. A list of pointers to converters is now stored in an array, each pointing to an empty instance of a converter. The following procedure must then be taken to create a new converter:

1) **Assign the process pointer.** Associate the converter with a specific process.
2) **Allocate memory for the attributes.** As stated earlier, each type of converter will have an attribute **struct.** Memory must be allocated using the **malloc** function.
3) **Set values of all attributes.** Once an instance of the attributes have been created, a setter must be used to assign values to all attributes in the struct.
4) **Allocate memory for the input list.** Because there may be more than a single input to the converter, a list containing pointers to all input queues must be declared using **malloc.**
5) **Allocate memory for an input buffer.** The size of the queue can be determined by means of the algorithm proposed by Lee and Messerschmitt [3].
6) **Allocate memory for QUEUE attributes.** QUEUE is a **struct** containing information regarding the current input queue. These include the start and end address of a queue, and pointers to the head and the tail of the queue. The size of the queue, and a flag indicating if the queue is full, are also included.
7) **Set up attributes of the queue.** Assign values to the start address of the queue, and the end address of the queue. The head and tail attributes will initially be set to the start address.
8) **Repeat steps 5 through 7 for all input queues.**
9) **Allocate memory for the output list.** As discussed earlier, memory will only be allocated for the input queues. During the final step, the value of the pointers in the output list will be set equal to the corresponding input queue.
10) **Link output buffers to input buffers.** This final step is separated form the rest, and only occurs after steps 1–8 have been completed for all converters in the SDF network.

Using these rules to create a converter ensures that all instances of all nodes in the SDF network are created in the same manner. This is essentially a copy-and-paste method when hand-coded, indicating that it is well-suited to automatic generation by machine.

At this phase of the project, an automated scheduler has not yet been implemented. Scheduling must be done by hand, and then coded into the program.

### IV. HARDWARE PLATFORM

The target platform is the Freescale DSP56311 fixed-point 24-bit digital signal processor.
in the DSP. There is one sign bit and 23 fractional bits. We can scale a floating-point value to within the range (-1;1) by dividing the value by a constant bigger than the value. The denominator should be a power of 2. Dividing by a power of two may be simplified to an arithmetic right-shift. For example:

$$A = 125.5.0 \epsilon [-128; 128]$$

$$A = 0.98046875 \times 2^7 \epsilon [-128; 128]$$

A can now be of type _fract since it has a value of 0.98046875. Fig. 7(e) shows how this value would be represented on the DSP. We must remember that this is a scaled value; the actual value of A is 128 times bigger. We must therefore keep track of the scale factors of all values currently in the SDF network. To accomplish this, each queue will have a scale factor as an attribute, defined at compile time. A sine wave generator, for example, will always produce values in the range [-1;1]. The scale of the connecting input queue will then have a scale of 1. We clarify that the scale is the number of integer bits before the decimal comma, including the sign bit. A queue with scale of 1 will be able to represent values in the range [-1;1], while a queue with scale of 8 would be able to represent values in the range [-128;128].

When scaling a value, the resolution of the value is reduced. This is due to the fact that a value will be shifted to the right, thus reducing the amount of fractional bits. To increase the resolution of a data type the number of bits used to represent that value must be increased. The resolution of the _fract data type is fixed at 24 bits. The TASKING compiler supports an additional data type, long fract, with double precision using 48 bits. Should the need exist for an increased resolution, mathematical expressions can be calculated using double precision and then cast back to 24-bits to be compatible with the single precision data type _fract. Alternatively all _fract data types can be substituted by long fract with minimal effort. For increased flexibility the preferred data type can be specified at compile time, and all fixed-point values and calculations will assume that data type.

Four functions were written to perform the fixed-point arithmetic found in the project. Addition [5], subtraction [5], multiplication and division. These functions all receive two values of type _fract, and the accompanying scale factors of these values. In addition to these values each function also receives the scale factor that the answer of the math operation should have. When math operations are performed on two values the resulting answer may be bigger that either value. This means the amount of fractional-bits needed to represent the value may increase. Therefore the number of fractional bits the answer must contain also needs to be specified.

V. TOOLCHAIN

As discussed in section I, a SDR application will be defined using XML. Such a definition will consist of many different converters (also defined in XML) that are configured and then linked together. This XML SDR definition must then be translated to C code supporting the generic SDR topology discussed in section II. XSLT is used for this purpose.

VI. RESULTS

To verify the functionality of the hardware implementation of the SDR architecture, a simple SDR application was created, namely an AM modulator and demodulator. Fig. 9 shows a modulating signal that is modulated by multiplying it with a carrier signal. The AM modulated signal is then demodulated using synchronous (coherent) AM demodulation. The values...
Demodulation of an AM signal

are then printed to a file and imported to Matlab. An equivalent application was created using Matlab, in order to verify the accuracy of the DSP implementation. The network consists of the following nodes or modules:

1) **Modulating signal:** A sine wave with reference frequency \( f_o/f_s = 0.01 \). Sine waves are generated by means of direct-digital synthesis (DDS) [7] using a 1024-entry look-up table. The value of the phase accumulator is:

\[
\Delta \phi = 2^R \left( \frac{f_o}{f_s} \right) \tag{3}
\]

where \( R = 10 \).

2) **Carrier signal:** Sine wave with reference frequency \( f_o/f_s = 0.1 \).

3) **Multiplication:** Multiplies two input samples and produces a single output.

4) **Filter:** second-order IIR filter (Direct form II realisation, \( N = 2 \)) [6]. The filter coefficients were calculated using the butter function in Matlab.

5) **Print:** This module prints a sample to the screen and to an output file.

Fig. 10 shows the results for both the DSP and Matlab versions of the modulation and demodulation process. The waveform produced by the DSP SDR is identical to the reference signal produced in Matlab. The ripple in the demodulated signal is due to small frequency separation between the modulating signal and the carrier, and the low order of the filter.
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