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Abstract—The Hybrid- Luby Transform network codeais
encoding method proposed for the implementation
communication networks employing random linear rekwv
coding. This method enables receiver nodes to imeite low
complexity belief propagation decoding. In this eapve
show that the implementation of sparse random fineawork
coding and a less frequent buffer flushing policyH-LTNC

enables near optimal belief propagation decoding iandom
linear network coding scenario.

Index Terms— Belief propagation decoding, Fountain
codes, LT codes, Random Linear Network Coding.

|I. INTRODUCTION

One of the criteria for measuring the effectivene$sa
communication network is to determine its abilibyttansmit a
bulk of data from the source to receiver nodes.rd hexist
several challenges regarding effective
transmission in networks due to interference frotheo
devices, environmental factors, as well as limitadilable
resources.

In a network where the transmission between soarzk

receiver nodes can be modelled by an erasure chan

fountain codes can be a very effective method
communication. Fountain codes, which are ratelesdes
include Luby Transform (LT) codes [1] and Raptodes [2].
Fountain codes require the source node to transmiicoded
source packets to the receiver via intermediatearét nodes
that only implement a store-and-forward algorithm the
packets they receive. A receiver is then able tcode the

information

random linear network coding (RLNC). The implem¢iota
ipf linear coding at the intermediate nodes of teevork leads
to an improvement in the utilisation of network aagy which
improves network throughput [4].

RLNC is a method that can easily be implemented in
practical network scenario by allowing intermediatales to
randomly and linearly encode the packets receivedheir
incoming edges to produce a new encoded packetn\Whee
encoding at the intermediate nodes is done randamdythe
operations are in a large enough finite field, thalticast
capacity of the network can be reached [3].

The use of fountain codes in conjunction with RLNCa
communication network offers the advantage of
complexity BP decoding in a network that commurésaat
multicast capacity. LT codes require the encodihgaxkets
to be according to the Robust Soliton (RS) degistiloution
[1]. The random linear encoding at the intermediatvork
nodes, however, leads tdegree degeneratiowhere the

low

specified input degree distribution degeneratesh vétich
random recoding at intermediate nodes in the né\Wslr so
that the BP decoding at the receivers fail [6].

Several methods [6]-[8] have been presented toemtethe
Qccurrence of degree degeneration at intermediaigem
aﬁlowing for the successful implementation of faintcodes
o] . .
in a RLNC environment. In this paper, we propose
improvements on the method presented in [7] tonalioear
encoding at most of the intermediate network noales low
complexity BP decoding at the receivers.

Il. BACKGROUND

transmitted data when it receivés encoded packets, where

N =n+ 6 with § small in relation ton [1]. LT codes and

Raptor codes require the source packets to be edcod

according to a specific degree distribution as thissribution
of packets allows for the implementation of a losmplexity
belief propagation (BP) decoding algorithm.

The store-and-forward technique
intermediate nodes of the communication networksdoet
allow for the optimal utilisation of the communiiat
channel. In order to utlise the communication cten
optimally, Ho et al. [3] suggested the implemeitatiof

A. Random linear network coding

Consider an acyclic networlg = (V,£€) implementing
RLNC. The network consists of a single source nodeV
and a set of sink node€ ={zy,..,z,}, ZcV. The
achievable rate at which can multicast the source packets

implemented  at t{&liably to the set of receivesis (s, Z). The maximum flow

of the network for any € Z is the upper bound on(s, z),
thus min-cuf(s, z) = n [9].

The source data is divided inton packets,
X =[x, x,,...,x,] Wherex; represents th&h source packet
of sizem in a finite fieldF of sizeq. These source packets are



multicast over the edge§ of the network froms. The intermediate nodes allowing for the successful enpntation

intermediate nodes randomly and linearly combihegugh of fountain codes in a RLNC environment.

X-OR operations, the packets received on their riting

edgese’ to form a new encoded packet for transmission on A method called LT network codes (LTNC) was sugeést

their outgoing edge®. The encoding complexity at eachin [8] where each intermediate network node is ddrao

intermediate node equals(mb), whereb is the size of the encode packets according to the specified RS degree

buffer [6]. In the header of each transmitted paégka coding distribution. The implementation of LTNC allows f&P at

vector of lengthn, describing the included source packetghe receiver nodes of the network, but the algorith

x € X [10]. implemented at each intermediate node is of vengh hi

complexity as it runs sub-optimal coding and refgsteps.

Each receiver node € Z collects a set oN > n encoded

packetsY = [y;,¥,,..,yy] from the network where the AN improvement to LTNC, called Hybrid-LT network

packets’ global encoding vectors form the coluraaters of coding (H-LTNC), was proposed in [7]. In H-LTNC ntasf

an x N matrix G where the intermediate nodes implement RLNC and only sode
connected to the receiver nodes implement a sire@If TNC
XxXG=Y. (1)  encoding algorithm. It was found that the impleragioh of

the LTNC algorithm at all the intermediate nodes is
The finite field F, of the global encoding vectors is unnecessary as the receivers only obtain paclats fietwork

sufficiently large so tha€ is invertible with high probability N°des they are connected to. The use of H-LTNC RLHC

when N is only slightly larger tham. The solution of the network reduces the encoding complexity at therimnggliate

linear system of equations in (1) decodes the sopacketsk network nodes and still allows for the implemematof BP
[10] decoding at the receiver nodes.

o : : In this paper we present an improved H-LTNC, Enlednc
Traditionally the decoding method employed in RLNC .
networks is Gaussian Elimination whose matrix isiem 1 -TNC (EH-LTNC) to ensure accurate encoding of keis

algorithm is computationally complex and of orderOf the needed target degrees at intermediate nletnades.

3 2 . This optimisation reduces the number of additiopatkets
An” +mn”) [6]. However, when the global encoding vectors quired for decoding and reduces the decodingydsfidahe

in G resemble that of the RS degree distribution, low® thod
complexity BP decoding would be a more efficientat#ing method.

method.
IIl. HYBRID-LT NETWORK CODES

B. Fountain codes In this section we shall provide a brief descriptiof the

Fountain codes, which include LT codes, are a low-LTNC method at intermediate nodes as presentgf].in
complexity approach to linear coding. The optimalgite

distribution for LT codes is described by the RStritbution. Considern source packets of size in a finite field F of
The encoding and decoding complexity of LT codes akizeq. Each intermediate nodee V collects packets from its
O(mnlogn). incoming edges’, y(e',), whereu is the number of incoming

_ ) edges. As these packets arrive at the node, tleestared in a
The BP decoding process can be described by thewfoy  puffer. As soon as the node is presented with @sinission

algorithm [1]: opportunity, an outgoing packey(e) is created to be
1. Find an encoded packely;1<j <N, that only transmitted on the outgoing edgesThis outgoing packet is a
contains a single source packet,1 < i < n. linear combination of the packets present in thairgp buffer
2. Set source packat = y; and deletgy ;. of the node:
3. Subtract the value of; from all the other encoded
packetsy, }5-, that contains source packet y(e) = Z B.(e)y(e) (2)
4. Repeat from (1) until all source packets1 <i<n e’

are determined. . ]
wheref, is the local encoding vector of packde).

C. RLNC and Fountain codes The aim of this method is to employ RLNC as far as

It can be seen that if fountain codes are to bddmented possible in the network, while still ultimately itgnenting a
in a RLNC environment, all the intermediate netwoddes low complexity BP decoding algorithm. The BP decagi
are not able to simply create random linear codmakets for algorithm relies on the statistical properties bé tencoded
transmission. BP decoding at the receivers requite packets collected from the incoming edges at a omtw
encoding of packets to be according to the RS @egreeceiver node, which are in the form
distribution. Thus an encoding method that prevetis n
occurrence of degree degeneration needs to bernmepked at y(e) = derxi (3)

i=1



IV. ENHANCEDH-LTNC
with g, the global encoding vector of received encoded

packety(e’). In [7] it was shown that the H-LTNC method enakiies
] successful use of BP decoding at the receiver notles

When the degrees of the received packi¢jge’,)] adhere gisadvantage of this method, however, was an iser@athe
to the RS distribution, BP can be implemented ssafodly. additional packets needed to be collected by tbeiver nodes
before BP decoding could be completed successfiilhys

In H-LTNC, before an encoded packet can be trasthit resyted in a longer decoding delay at the receiogies when
from one node to another, a connection is estaddisfetween compared to LTNC where all nodes are forced to éeco

the neighbouring nodes. The receiving node tramssrait packets according to the RS degree distribution.
message via the feedback channel stating whethées &

receiver node or not. Based on the feedback infoomaeach  The reason for the requirement of more additioraalkpts
node is categorised asrandom coding noder fountain anq the longer decoding delay was a result of @ived
coding nodeand then proceeds with the suitable encodingegree distribution that does not match that ofrélugiired RS

algorithm. distribution. The encoding method employed at thenfain
coding nodes was not optimally constructed in orter
A. Random coding nodes produce the required distribution, resulting in sotimal

decoding. We now present two modifications to the
intermediate network nodes to ensure the accurateding of
packets of the needed target degrees. This optiotisa
reduces the number of additional packets required f
ecoding which in turn will render minimum decodighglays.

When the connection established by an intermediadie is
not with a receiver, the node implements low comxipfe
RLNC for packet encoding of orde®(mb). The local
encoding vectorg, as shown in (2) are chosen randomly an
independently fronfF, to construct an encoded packge) of
a random degreg[y(e)].

A. Sparse RLNC

The first improvement made to the H-LTNC methodads
] ) ) ) . allow random coding nodes to employ sparse RLNC.

When the connection established by an intermediadie is Previously in the random coding nodes, packets weaoeded
with a receiver node, the encoding node appliesffarent randomly, but non-sparse. The probability of suskés
encoding procedure so that the receiver node resgiackets decoding for sparse RLNC is comparable to thatagfitional
gncoded according tq the RS degree distributiors fethod R nC when coding is done in a large finite fidd and the
is formally presented in [7]. density of non-zero symbols in the global encodiegtors
g, are greater than a certain threshold value [11].

B. Fountain coding nodes

Firstly, the receiver node draws a target degrefrom the
RS distribution and communicates this value to fthentain In [7] when the fountain coding nodes received sparse

coding node. The fountain coding node then examthes
P ackets to encode a packet of a low degree, tigettalegree
encoded packetg(e’,) in its buffer and the degrees of the\r/)vas frequently not pattainable. This ?nterfe?gj Wghe

packets in the buffer are determingig(e’,))]. statistical properties of the packets needed fod&gding.

If a packet of the target degrée is present in the buffer it

. . In our network scenario the fountain coding nodes a
is selected as the new outgoing packet where

required to construct packets of mostly low degradisering
, to the RS degree distribution. As shown in (2), tbeal
y(e) =y(e’) (4} encoding vectog, for each encoded packete) formed is
chosen from a sufficiently large finite field,. As an
%provement, the encoding vectors are chosen tephese so
that the average degrees of the encoded packetsnrdonv.
. . Thus when fountain coding nodes receive encodelepgof
wr::c)g:eerﬁr:zz;ro Eg&kgagﬁgm T;nbu;ﬁ:jSiéheanopd:ékzat‘c';\%seéeéatively low degrees, the construction of a paakea low
f the RS d distribution is simglifgreatl
dl[y(e)] = d; are selected for encoding gfe). When the gree from *he egree distribution is simplifgreatly

. and a packet of the target degree can be condglructe
target degred; cannot be reached, the packet with the Close§ﬁccessfully with high probability
degree tod; is used. This encoding method is complex and '
scales exponentially.

andd[y(e’;)] = dy. Thus the node only acts as a forwardin
node and runs an algorithm of orddmb).

At the random coding nodes when RLNC are performed
with sparse linear combinations the encoding corifyleat

This encoding algorithm employed at the fountaidie ha nodes is also reduced.

nodes enables the use of BP decoding at the receodes
due to the arriving packets being from the RS degre . .
distribution. The standard method for BP decodiegcdibed B. Buffer flushing policy

in Section Il B is implemented at the receiver nodes for |n a wireless network environment the buffers o€ th
decoding.



intermediate nodes are flushed periodically acegrdio a rank of the network ag,, which is equal to the number of
flushing policy [10]. Thus packets received at theoming source packets. The rank present at receiver nadat timet
edges of a node are stored in the buffer and tlushdd from is defined ask,(t). The source packets decodable by nade
it after a certain time has passed. This allowstlierperiodic are defined aseffective packetsand the total number of
construction of new encoded packets consisting asisibly effective packets at up to timet is denoted a8, (t).
new source packets.
Fig. 1 shows the normalisdd) (t)/R,, decoding curves for

In our network environment modelled by a randonH-LTNC, EH-LTNC and a simplified version of LTNC ifo
geometric graph (RGG) witlk nodes and a minimum cutn = 35.
between source and receiver nodes of minkgu) > n, the
average number of incoming edges per intermediadesare

le'|zve = VR. In the previous work done in [7] the flushing 0.9
policy of the network was set to flush the nodesfférs at ¢

intervals equating to the reception of approximatelR
packets. Thus each node must construct a new ethquzadiet

from approximatelyvR received packets. For the fountain %[
coding nodes that must construct a packet of afapdegree, os}
the limited number of packets in its buffer can ilirthe
success of packet encoding. Adjusting the flushonlicy of
these nodes to flush incoming packets at less émiqu 0-3f /
intervals, the buffers would contain more pack@tsis gives o2 e ]
each fountain coding node a wider selection of peckvhich ’
would enable it to construct a packet of a speciéigree more

. 0 1 1 1 1 1 1 1 1
accu rately 0 5 10 15 20 25 30 35 40 45

1

— R_()/R
z n
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V. SIMULATION RESULTS Figure 1: Decoding delay for BP decoding fo= 35

In this section we evaluate the BP decoding perémue The curver,(t) /R, shows the normalised value of the rank
when different encoding methods are implementedthie available atz, which expresses the total number of source
RLNC network environment. We evaluate the decodielgy, Packets possibly decodable at timeThis curve gives the
the received degree distribution and the encodomgptexity lower limit of decoding delay for any system atéim

for each encoding method used.
The graph shows that EH-LTNC renders a large

As discussed in Section I\B, we consider a network improvement in the decoding delay compared to H-CTN
environment that can be modelled by a random gemmetWhere the H-LTNC method has an approximate decoding
graph (RGG) withR = 100 nodes and a single sourceand delay of t =10, the decoding delay of EH-LTNC is
receiver nodez. The minimum cut between source andiPProximately zero. This shows that EH-LTNC is anuate

: ; : : ding method to produce packets suitable fod&dding
receiver nodes is min-c@, z) = n. The data transmitted by enco
the source to the receiver consists of approximaté000 in a RLNC network. When compared to the LTNC method

packets in the finite fiel&F,s. These packets are divided into the results are approximately the same.
transmission packetfy;}i-, of sizem. We conducted 1000
Monte-Carlo simulations for various values af This B. Received degree distributions

experimental setup is based on that of [10]. Next we evaluate the degree distributions of thekets
) ) o obtained by the receiver nodes for each encodinthode
We consider a multicast communication network anflig 23 shows the RS degree distribution for= 35 where
assume a feedback channel allowing communicatione®® . = (2 ands = 0.5. The degree distribution of the received
nodes regarding connectivity _to receiver n_odes. fdueiver packets are shown in Fig.®c,dfor the implementation of
node implements low complexity BP decoding. H-LTNC, EH-LTNC and a simplified version of LTNC.

A. Decoding delay It can be seen that H-LTNC produces a degree liigion
that is not comparable to the RS distribution. EFNIC
produces packets with degrees that are comparalifeetRS
distribution, which shows that the improvement glarse
encoding and extended flushing times allow for délceurate
encoding of packets from the RS distribution. This
corresponds to the results shown in Fig. 1 thatptieeluction
of packets of the RS distribution is done accuyateld that
packets are decoded successfully via BP decodinty wi

Decoding delay can be seen as the elapsed timebetihie
reception of a packet at a receiver node and tloedieg
thereof [12]. When packets are received that adtietee RS
distribution, the decoding delay should be equalam as this
distribution ensures optimal decoding.

We denotet as the timestep of the simulation when
obtains a new packet from the network. We denategthbal



minimal decoding delay.

encoding at most of the intermediate network nadewell as
a low decoding complexity with the use of BP deogdi

The results of EH-LTNC are also comparable to the

computationally complex LTNC method which suppdtie
findings depicted in Fig. 1.
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Figure 2: Received degree distributions

C. Encoding complexity

2
The EH-LTNC method produces the same results f(gr]
decoding as the LTNC method. The advantage of th#

presented method, however, is that it has a loweonding
complexity than LTNC.

The LTNC method requires a complex encoding algorit
at all the intermediate network nodes.

of incoming edges of a receiver node ¢ = n. Thus most

of the intermediate nodes perform RLNC and only esod
connected to a receiver implement the complex engod

algorithm. With a network oR nodes and min-cydk, z) > n,
approximatelyn nodes are fountain coding nodes &Rd- n)

are random coding nodes. Thus the relationship dmiw |
network sizeR andn determines the encoding advantage of

EH-LTNC over that of LTNC.

VI. CONCLUSION

In this paper we presented improvements to the NCT

method presented in [7]. The Enhanced H-LTNC methdd!!

allows for the use of fountain codes in conjunctiaith
RLNC in a communication network to allow low comxitg
BP decoding in a network that communicates at asti
capacity. The presented method allows low complekiear

In our nekwo [
environment with a min-cuts, z) > n, the effective number g

We showed that when RLNC are performed with sparse
linear combinations and packet buffers are flushédess
frequent intervals, EH-LTNC renders a decoding yi@aich
approaches that of the lower limit. This is becaigemethod
allows for the accurate encoding of packets thatsaty
resembles the RS degree distribution enabling veceiodes
to successfully implement BP decoding. The EH-LTNC
method retains the low complexity encoding of H-LO'N

The presented method has the largest encoding eaitypl
advantage in networks where the ratio between minaad
number of nodesn(/R) is small. In wireless sensor networks
information packets are traditionally small and mamly
consist of a few bits [13] where the data is traittseh to a
sink via a group of intermediate nodes. Thus thieless
sensor network environment is suitable for the anpntation
of this method.
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