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Abstract—A Particle Swarm optimized Fuzzy Logic Congestion Detection (FLCD) was recently proposed for best-effort service networks. This algorithm synergically combines the good characteristics of traditional Active Queue Management (AQM) algorithms and fuzzy logic based AQM algorithms. Its membership functions are designed automatically by using a Multi-objective Particle Swarm Optimization (MOPSO) algorithm in order to achieve optimal performance on all the major performance metrics of IP congestion control. In this paper we evaluate the performance of the FLCD algorithm in a Proportional differentiated services (PropDiffServ) network environment. Simulation results show that the PropDiffServ FLCD algorithm exhibits lower packet loss rates, higher link utilization and lower buffer occupancy for TCP traffic flows when compared with the Weighted Random Early Detection (WRED) algorithm. The FLCD algorithm also exhibits lower jitter and delay for real-time traffic.
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I. INTRODUCTION

As the Internet continues to evolve, it carries a wide range of traffic types such that the best-effort service cannot guarantee the diverse expectations of applications. Different applications have different Quality of Service (QoS) requirements. For instance, applications such as World Wide Web (www) and file transfers prefer low data loss rates while tolerating large delays. On the other hand multimedia applications (Voice over IP, Video-on-Demand etc.) require low delays but can tolerate a certain amount of loss rates. Therefore there is a need for careful QoS design by taking into account the different demands of different types of traffic classes and different subclasses in order to provide a fair service.

Differentiated Services (DiffServ) is a paradigm that has been proposed for QoS provisioning on the Internet [1]. Two different schemes exist for DiffServ: Absolute DiffServ [2] and relative DiffServ [3], [4]. The absolute DiffServ approach attempts to provide services with absolute profiles but without per-flow parameter maintenance in the network core. The user receives an absolute service profile similar to that of a leased line as long as user traffic is under certain profile limitation. Relative DiffServ seeks to provide per-flow relative services to the traffic classes it supports. It does not guarantee the amount of network services provided to each class, but it intends to locally ensure that the QoS of higher priority classes will be better than that of the lower ones. There is currently a lot of research interest in relative DiffServ because of the implementation difficulties associated with absolute DiffServ.

Recently, a proportional DiffServ (PropDiffServ) model was proposed in support of relative DiffServ [4]. It ensures the quality spacing between classes of traffic to be proportional to certain pre-specified class differentiation parameters. The PropDiffServ link has a separate queue for every class. The congestion control mechanism by which DiffServ achieves the prioritization and differentiation of service can be separated into two independent and concurrent events: Scheduling and Active Queue Management (AQM). A scheduling algorithm determines the allocation of bandwidth in each class as well as packet transmission order based on pre-specified class differentiation parameters. The Weighted Fair Queue (WFQ) [5] algorithm is the commonest scheduling algorithm in PropDiffServ schemes. Separate AQM algorithms are configured on each of the queues (classes) in order to control the number of packets entering the network. Current proposals for AQM in PropDiffServ are based on extensions to the Random Early Detection (RED) [6] algorithm. These extensions are collectively known as multi-level RED (MRED). The weighted RED (WRED) is key MRED proposal that has been deployed in CISCO IOS routers [7]. Although WRED has been deployed in commercial routers today, it is often disabled by default. The RED algorithm on which it is based has a number of drawbacks: 1) it is difficult to configure its parameters; 2) it becomes unstable if traffic changes suddenly [8]; 3) it solely relies on queue length as an estimator of congestion. While the presence of a persistent queue indicates congestion, its length gives very little information as to the severity of congestion [9].

A plethora of algorithms based on mathematical analytical techniques has been proposed to address these drawbacks [10]. It has however been shown in [11], that as capacity or delay increases, all these schemes eventually become oscillatory and prone to instability. In [12], it is further pointed out that these schemes demonstrate instability with the introduction of high bandwidth-delay links because they still require a careful configuration of non-intuitive control
parameters. As a result, they are non-robust to dynamic network changes. They exhibit greater delays than the target mean queuing delay with a large delay variation, and large buffer fluctuations, and consequently cannot control the router queue. Based on the fuzzy logic theory [13], several fuzzy logic AQM schemes [12], [14], [15] have been developed with satisfactory results compared to the traditional analytical approaches.

In this paper we extend the particle swarm optimized fuzzy logic congestion detection (FLCD) algorithm proposed in [16] to the PropDiffServ environment. The uniqueness of the FLCD algorithm with respect to its predecessors [12], [14], [15] lies in the fact its parameters are optimized by using the multi-objective particle swarm optimization (MOPSO) algorithm [17] in order to achieve optimal performance on all the major objectives of IP congestion control. The FLCD algorithm ensures fairness by employing a Fuzzy CHOKe (CHOose and Keep for responsive flows, CHOose and Kill for unresponsive flows) [18] which penalizes non-responsive flows and TCP unfriendly flows by dropping more packets from them as network congestion increases. We evaluate the performance of the PropDiffServ FLCD algorithm against the WRED algorithm. We use the WFQ algorithm proposed in [19] as a scheduling algorithm in both cases.

The rest of the paper is organized as follows. Section II presents an overview of the best-effort service particle swarm optimized FLCD algorithm. Section III presents the implementation of the FLCD algorithm in the PropDiffServ environment. In Section IV, we describe the simulation model and provide a discussion of results. The conclusion of this paper is presented in Section V.

II. OVERVIEW OF THE BEST EFFORT SERVICE PARTICLE SWARM OPTIMIZED FLCD ALGORITHM

The FLCD algorithm is composed of the Fuzzy Logic Control Unit (FLCU), the Probability Adjuster (PA) and the CHOKe Activator (CA). Figure 1 shows the FLCD architecture.

A single FIFO buffer in which all packets are treated equally is assumed. The queue status is sampled at a period $\tau$ of 0.002 seconds in order to obtain the queue-occupation size (backlog) $q(t)$ and the traffic arrival rate $r(t)$. The backlog $q(t)$ is translated into the backlog factor $\alpha$ which is the ratio of backlog with respect to the Buffer Size $BS$ as follows

$$\alpha = \frac{q(t)}{BS} \quad (1)$$

The packet arrival rate is determined by counting the actual number of packets that arrive at the buffer (both those that are queued and those that are dropped) during sampling period $\tau$. Let $n$ denote the number of packets that arrive at the buffer during period $\tau$, $\omega_0$ denote the measuring weight and $r_m$ the maximum packet arrival rate. The weighted average packet arrival rate $\bar{r}(t)$ and the packet arrival factor $\beta$ are determined as follows

$$\bar{r}(t) = \omega_0 * r(t-\tau) + (1-\omega_0) * n \quad (2)$$

$$\beta = \begin{cases} \frac{r(t)}{r_m}, & r(t) < r_m \\ 1.0, & r(t) \geq r_m \end{cases} \quad (3)$$

The FLCU determines the change in packet marking/dropping probability $\Delta p_b$ by using the fuzzified values of parameters $\alpha$ and $\beta$. The set of linguistic rules that govern the inference process in the FLCD is shown in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>The FLCU Rule Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>if $\alpha$ is low and $\beta$ is low then $\Delta p_b$ is Negative Big.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is low and $\beta$ is medium then $\Delta p_b$ is Negative Small.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is low and $\beta$ is high then $\Delta p_b$ is Zero.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is normal and $\beta$ is low then $\Delta p_b$ is Negative Small.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is normal and $\beta$ is high then $\Delta p_b$ is Zero.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is high and $\beta$ is low then $\Delta p_b$ is Positive Small.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is high and $\beta$ is medium then $\Delta p_b$ is Positive Small.</td>
<td></td>
</tr>
<tr>
<td>if $\alpha$ is high and $\beta$ is high then $\Delta p_b$ is Positive Big.</td>
<td></td>
</tr>
</tbody>
</table>

The PA computes the new packet marking probability $p_b$ as follows

$$p_b(t) = p_b(t-\tau) + \Delta p_b(t) \quad (4)$$

Packets are either marked (if Explicit Congestion Notification is enabled) or dropped with a probability $p_b$. Responsive flows react to these events by reducing their sending rates thereby reducing congestion at the bottleneck link. In order to address the issue of fairness in light of non-responsive flows and network anomalies such as Denial of Service (DoS) attacks and routing loops which may dramatically flood the network as the responsive flows back off, we incorporate the CHOKe Activator (CA) which uses $p_b(t)$ to generate a fuzzy parameter $\phi \in [0,1]$.

Let $P_{\text{thresh}}$ denote the CHOKe threshold then the fuzzy parameter $\phi$ is derived as follows

$$\phi = \begin{cases} 0, & P_{\text{thresh}} > P_b \\ \left( \frac{P_b - P_{\text{thresh}}}{1 - P_{\text{thresh}}} \right)^2, & P_{\text{thresh}} \leq P_b \end{cases} \quad (5)$$

When $P_{\text{thresh}} > P_b$ (low congestion), $\phi$ is 0.0. During this period there is no CHOKe activity. When $P_{\text{thresh}} \leq P_b$ (high congestion), the value of $\phi$ increases rapidly such that more packets from non-responsive and TCP unfriendly flows are dropped at the bottleneck link. An arriving packet is picked probabilistically based on the value of $\phi$. This packet is compared with a randomly chosen packet from the buffer. If
they have the same flow ID, they are both dropped. Otherwise the randomly chosen packet is kept in the buffer (in the same position as before) and the arriving packet is queued if the buffer is not full; otherwise it is dropped.

Figure 2 shows the standard membership function that is used in the process of fuzzifying the parameters \( \alpha \) and \( \beta \).

Figure 3 shows the membership function used in the defuzzification process in order to generate the change in packet marking/dropping probability \( \Delta p_b \).

The 18-dimensional parameter vector \( P \) that determines the membership functions is expressed as follows

\[
P = [x_0, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, \\
x_{11}, x_{12}, x_{13}, x_{14}, x_{15}, x_{16}, x_{17}]
\]  

The definition of these elements is presented as follows:

1. \( x_0, x_1, x_2, x_3, x_4 \) are parameters for the backlog factor (\( \alpha \)) membership function (MF1) as shown in Fig 2.
2. \( x_5, x_6, x_7, x_8, x_9 \) are parameters for the packet arrival (\( \beta \)) rate membership function (MF2) similar to Fig. 2 because \( \alpha \) and \( \beta \) use the same standard membership function.
3. \( x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15} \) are parameters for the change in packet marking probability (\( \Delta p_b \)) membership function (MF3) as depicted in Fig. 3.
4. \( x_{16}, x_{17} \) denote the maximum negative and positive variations (\( \Delta p_{neg} \) and \( \Delta p_{pos} \)) of the change in packet marking probability. The output from the defuzzification process which falls in the range [0,1.0] is scaled to [\( \Delta p_{neg}, \Delta p_{pos} \)].

Parameters for individual membership functions are always sorted in ascending order. For instance, for MF1 the following

\[
x_0 < x_1 < x_2 < x_3 < x_4
\]  

must always be true. The same applies to MF2 and MF3.

The parameters in equation (6) are modeled as single 18-dimensional particle based on which a number of similar particles are randomly created and initialized within a decision variable space whose parameters are predefined. The Adaptive MOPSO (AMOPSO) algorithm [17], which is a special case of the Particle Swarm Optimization (PSO) algorithm [20], is then used to optimize these particles. Each particle is viewed as a potential solution. The concept of PSO is that each particle randomly searches the decision variable space by updating itself with its own memory and the social information gathered from other particles. This is done over a number of generations/iterations. Unlike basic PSO which optimizes the particles based on a single objective function, MOPSO is tailored for multiple objective functions which are usually competing and non-commensurable. In this case, the optimization process generates a pool of non-dominated solutions called the Pareto Optimal Set. The optimization of the FLCD algorithm is based on four objective functions: 1) maximizing link utilization; 2) minimizing packet loss rates; 3) minimizing link delay; 4) minimization jitter. After the optimization process, a fuzzy inference algorithm is used to draw the best compromise solution (particle) from the Pareto optimal set. This particle’s parameters are used to configure the FLCD algorithm. Results in [16] have shown that the FLCD algorithm provides high link utilization whilst maintaining lower jitter and packet loss. The new approach also exhibits higher fairness and stability compared to its basic variant [14] and the Random Explicit Marking (REM) algorithm (REM) [21].

III. FLCD ALGORITHM IN PROPORTIONAL DIFFERENTIATED SERVICE NETWORKS

The implementation of a congestion detection mechanism in the Prop-DiffServ is shown in Figure 4. The number of service classes is denoted by \( N \). When packet arrives at the Prop-DiffServ link, it is enqueued into a particular queue based on its class. Each queue is managed by a separate FLCD algorithm. Therefore, each queue (class) is treated as a FIFO buffer just like in the best-effort FLCD algorithm.

![Fig. 4. Congestion Detection in the Proportional Differentiated Service Network](image-url)
The Weighted Fair Queuing (WFQ) is used as the scheduling mechanism in the dequeuing routine. The WFQ algorithm is parameterized by a weight vector $W$ where $W_i$ is the proportion of capacity class $i$ when there are packets available for transmission for all classes. This ensures that the performance of the low priority queues is guaranteed. The constraints for the weights are $W_i > 0$ and $\sum_{i=1}^{N} W_i = 1$. (8, 9)

Recently, Joutsensalo et al. [19] have proposed an adaptive weighted fair queue based algorithm for channel allocation. The weights in gradient type algorithms are adapted by using revenue as a target function. We have used this version of WFQ along with the FLCD algorithm. The Nortel DiffServ implementation in NS-2.28 does not employ the WFQ scheduling algorithm. Therefore, we had to download the C++ source codes for the WFQ algorithm from http://www.cc.jyu.fi/~sayenko/src/diffserv_wfq.diff and http://www.cc.jyu.fi/~sayenko/src/dsred.diff and patch them to the DiffServ codes in NS-2.28.

IV. SIMULATION MODEL AND RESULTS

In this Section, we compare the performance of the PropDiffServ FLCD algorithm with the WRED algorithm. Figure 5 shows simulation topology used in this simulation. We use the same WFQ scheduler [19] in both cases. We simulate both schemes using the Network Simulator (NS-2.28). Traffic flow is from sources $S(1), S(2), S(3)$ and $S(4)$ through the router to the Destination.

A four-class PropDiffServ mechanism is implemented on the router. Class $k$ is composed of traffic from source $S(k)$, where $k = 1, 2, 3, 4$. Traffic sources $S(1), S(2), S(3)$ and $S(4)$ are connected to the router through 100 Mbps, 2ms delay links. The router is connected to the destination node through a through 10 Mbps, 40ms delay link. The buffer size is set to 50 for each queue. ECN marking is employed for all TCP flows. Two experiments are conducted in our simulations.

A. Experiment 1: TCP Traffic simulation

The aim of this experiment is to compare the packet loss rate, buffer occupancy and link utilization metrics of the PropDiffServ FLCD algorithm with that of the WRED algorithm when traffic in all classes is generated by TCP sources. The simulation time for each scenario is 200sec. The simulation metrics for this experiment are presented in Table I.

Table II shows the Packet loss rate and the link utilization metrics for the two algorithms. The FLCD algorithm reduces the packet loss rate by 65% while link utilization remains virtually the same in both cases. In traditional AQM algorithms, packet loss rate is directly proportional to link utilization. Any attempt to reduce packet loss rate results in drastic drops in link utilization. The situation is different with the FLCD algorithm because it is optimized to offer optimal performance on all the major metrics of IP congestion control.

Table I

<table>
<thead>
<tr>
<th>Class $W_i$</th>
<th>Sources</th>
<th>Start</th>
<th>Stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8/15</td>
<td>25 TCP</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4/15</td>
<td>50 TCP</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>2/15</td>
<td>50 TCP</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>1/15</td>
<td>25 TCP</td>
<td>60</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Metric</th>
<th>FLCD</th>
<th>WRED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet loss rate</td>
<td>0.95%</td>
<td>2.73%</td>
</tr>
<tr>
<td>Link utilization</td>
<td>95.655%</td>
<td>94.956%</td>
</tr>
</tbody>
</table>

Figure 6 and Figure 7 show the aggregate backlog for the FLCD algorithm and the WRED algorithm respectively. The average values of backlog are 59.5 for FLCD and 79.04 for WRED. This implies that the buffer size requirement in the FLCD algorithm would be lower than in the WRED algorithm. The other implication is that the queuing delay incurred by packets in the FLCD algorithm would be lower than in the WRED approach. This characteristic is very important for real-time traffic.
B. Experiment 2: Realtime Traffic simulation

The aim of this experiment is to compare the jitter and delay metrics of the PropDiffServ FLCD with those of the WRED algorithm when one class carries higher priority video traffic while the rest of the classes carry TCP traffic of the same priority. NS-2.28’s Constant Bit Rate (CBR) traffic generator is used in order to generate video traffic which is sent at a rate of 128Kbytes/sec. This approach has also been used in [22]. All the traffic flows start at 0sec and stop at 200sec. The other simulation parameters are presented in Table III. Figure 8 and Figure 9 show the results.

Table III: Simulation parameters for Experiment III

<table>
<thead>
<tr>
<th>Class</th>
<th>( W_i )</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>5,10,15,…,35 CBR UDP</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>40 FTP</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>40 FTP</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>40 FTP</td>
</tr>
</tbody>
</table>

Figure 8 shows that the FLCD algorithm exhibits a lower average delay. It’s average delay is virtually constant when the number of real-time traffic flows is 20 or less. It however exhibits an exponential decrease in delay as the number of flows increases beyond 20. It finally saturates around 55ms which is just 15ms higher than the link propagation delay (40ms). The overall average delay in the FLCD algorithm is 92.59ms. The WRED algorithm is unstable when the number of real-time traffic sources is low. Its average delay is 112.28ms for 5 real-time flows. It then shoots to an overall high of 159ms for 10 real-time flows before stabilizing as the number of real-time flows increases. WRED registers an overall average delay of 135.25ms.

The exponential decrease in average delay in the FLCD algorithm is attributed to the fact that this algorithm becomes more aggressive in dropping real-time packets as their arrival rate increases. This helps to minimize queuing delay for the packets that have been queued successfully. This characteristic is very important for real-time traffic because this type of traffic operates within stringent time delays. If the arrival of a packet at the destination node is outside its time delay threshold, that packet is just dropped. Therefore, dropping packets aggressively as their arrival rate increases helps to get rid of useless late packets from the network.

Figure 9 shows that the WRED algorithm exhibits a lower jitter when the number of real-time flows is low i.e. 5 and 10. This advantage is however offset by the huge delay as shown in Figure 8. As the amount of real-time traffic increases, we observe that the FLCD algorithm outperforms the WRED algorithm. The overall average jitter is 5.57ms for FLCD and 8.112ms for WRED. This means that the intelligibility of real-time traffic is higher in the FLCD algorithm.

V. Conclusion

This paper has extended the Particle Swarm Optimized Fuzzy Logic Congestion Detection (FLCD) algorithm to the Proportional Differentiated Service (PropDiffServ) architecture. Performance evaluation is carried out against the WRED algorithm. Results show that the FLCD approach achieves higher link utilization, lower packet loss rate, jitter and delay.
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